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Abstract

Nowadays, a lot of people targeting social networks to learn what are the trending topics and
the news alongside the huge flow of texts posted daily in seeiaiorks. One of these social
networks is Twitter a microblogging huland rich environment of dat&canningweets
onlineis a hard task and searching effortlessly to find intended topic fromamugent of

data is als@ime consuming This paper isntendedto propose a solution of collecting Twitter
of the corpus FDubai) by using Zapier website and storing them in Google sheet. Then,
creating a word vector to the tweets by usinglDF methodology. After this, log results into
k- mean clustering gbrithm withcosinesimilarity to measure similarity between objects of
each cluster. The results demonstrate that internal evaluation tecfaidgebto evaluate
quality of the clustern addition to that, interesting topics was found atwo@Pubai).
Moreover, better results achieved by udhilter Tokens (by Region) than without using it.
The data were collected ftre experimenat several periods to ensure getting the most
trending topics abouwt FMubai). All of the resultsfound in ths papetested with real tweets.

Key words: Twitter, Arabic tweets, Knean clustering, THDF, cosine similarity.
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Chapterl

1. Introduction

This chapter ign overviewaboutthe significant of this paper angropossthe aims of this
study. Moreover, this chagr arises some questiasito be investigatedndanalyzednthe

rest chapters and briefly descslibetitles of the rest chapters

1.10verview

Dubai ainsto bethe smartest citin 2021. Dubad sision is topreambldts servicego convoy
with the latestechnologiesind leveragé&om them to collectlata efficiently(Syeed&017)
Collecting data hadiversesources and massive data could be collected daily. One of the
most sustaiable source of the datasscialnetworks With the massivéncoming and
outgoingdatg there arevarietytypesof data colleadfrom these networks based on each

network activity.

Twitter is one of theesocial networkswhich consideedas microblogging servidhatpays
attention to monitor redime eventgSmith2014) Twitter is consideeda highly active area,
with about 6000 tweet®very second ansl00 million of tweetsvery day from Witter
(Internetlive stats2018) In the UAE, the government is encouraging Dugmaiernment
entities to create and participate in sooetiworks to improve and ease its services to the

people. Aproximately 40% othe Twitter userswvho arefollowingtheUAE Gover nment



accountsn the social networkasseiinhg the role of these accountsdiscoveing the trending

news (Nuain2017)

Twitter users tweedbout Dubato express their feelirggpr opinions postreattime news,
advertisesomethingandor sharesome informationMessages exchanged via Twitbee
called tweetsTweets can be shared in the form of text, photo, URL or mikedter as it
consideredh microblogging platformhas limitedtweets of 140 characters untihe end of
2017.By SeptembeR017, Twitterhasstartedtestingexpansiorof thetextlengthinto 280

charactergNewton2017)

Searcling about a specific topim Twitter manualy is ahard missionespeciallywith the high
guantum of tweetRRecentgrowingin the number ofweets have heightened the need for
conductinghumerousexperimensg toextract trending topics ifwitter. Despite thathese
experimentsalreadydonein the field ofEnglish tweets, stilArabic tweets have a vacant area
for more investigationlue to the limited number of researchdsreover,to shedthe light on
themodels used ithe recent studies tliscover Arabic trending tweet®llowing is abrief
overview about them. Where these models are unsupervised legkhiRgbaiee% Alomar
2017 Abuaiadah, Dileeg. Mustafa2017; Sawaf, Zapla&& Ney 200), agglomerative
hierarchical clustering algorith(iRafea & Mostaf&2013)andonline clustering algorithm

(Alsaedi, Burna® Rana2016; Alsaedi & Burna@015)

Many of thesoftwarethat dead with analyzingdata lack ofanintegratedArabic system. This
meanthath ese software didnét provide whole of

provide thenfor the native language tiie softwarenanufacturerMany of thepreprocessing



stepsto clean and prepare twe&tglone in tlis paper toovercome this gapMany of Twitter
usergprefer to use thenialectsin theirtweets Otherusersweetwith grammatical and
spelling errorsablreviations,unethical words and spams that contain sontbexddvertising
campaigs (Alsaedi, Burnap & Rana 201&onsequently, this staads handicap in front of

the language processingTwitter.

To beat off these difficultieshis papeis proposinginsupervised learning algorithm to
clustersimilar tweetsaboutthe Arabic wordc FPubai). Neverthelessthe classification

me t h o d usdbecdusd provides a predefined list ofhe events or categories. Agesult,
this limits its functionality and obscurasto notrevealnew events that are out range of the

predefined list.

Heretofore, this the firgesearch shed the light @énr a b i ¢ ¢ W gnrTditer, vihich will

be in conjunction with t hAsExpd2020 eabigupdorsingi n Du
events to Dubathis action will inform visitors of Expo2020 of changes in the date, time and
location of the eventddoreover, thiswill alsoinform visitors of Expo 202@bout any

changes in the dattme, and locatiorof the events.It worth notingt hat e9p ds ufid

be replaced by anothérabic words to find trending topics abdbts word For example,

find interesting topics about 3 [EXpw) andind what people says about one of the cities

like wLl Al Shesigh).

1.2 Objectives

This research examines the emerging roléisfovering treding topicsin the context of

Arabic tweetsaboutc F[pubai) This study aims to investigate ability of data mining and



text analysighrough empirical tedb find outthetrending topicsabout one Arabic key

tee]mThi s paper doesnd6t aim to congdtgant exper
reveal that thigxperiment could be conducted to fimterestingtopics aboutother

emirates by following simila stes. This paper poses how unsupervised clustering could

be evaluated birying internal clusteringevaluation anavaluation by observing different

resuts. By adding feature of usinf@ter token by regionthis papehopes to arise quality

of clustering algorithm by specifying a range of tokématcould search events on it.

Additionally, observingvhich evaluation gavéhe mostkffectiveresultsto setnumber of

clustes (k). Asthevalue of k musbeidentifiedbefore clustering the topick must be

evaluated to see how tlistering method wasuccessfuly to set value of kSincethese

topicc an 6t b e ifromgahugainemsbsrefdweets

1.3Research questions

This research seeks to address the followjungstions:

X

Whether traditional preprocessing helpful in cleaning data and preparing them to cluster?

X

Is there any interesting topitseetedaboutc F[Pubai)?Are these tweets carry

meaningfulcontent?

x Is increasing clusters give more interestiogics?

x Canevaluation techniqudseable to evaluate clusters effectively@r@hesetechniques
agreed abouhe best number of cluster?

x Doesclusters give better results with usindf&i Token by Region or without usirtg

x  Are thereany new topics discovered frosach month separaté@ly



1.4 Structure of the report (chapter summary)

Theoverall structure of thistudyis divided into 5 chaptersncluding this introductory
chapterChapter2 reviews on some related articleend presestbackground which
provides an overview about Twitter, text mining and clusteri@bapter 3escribes
methodology of collecting data and implementing experimé&ttapter 4 discuss
analyze and evaluatesesults. Chapter 5 draws thenclusion and mentiarfuturework

that could be done baseadthis study.



Chapter 2

2. Background

This chapter givea briefoverview about some terminologies used inrdort Additionally,
this chapter aimto expand knowledge and to benefit from what othersndsiimilarfield of

this reporto introduce best.

2.1 Twitter

Twitter is micrebloggingplatform, thismears user can send updated short text or micro
medialike photographs or audio to aheruser. The establishment oitter was in March
2006, but the formdaunched was in July 2006 by Jdg&rsery, Biz Stone, Noah Glas and
Evan Williams(Mosley2012) Theshort textexchangean Twitter waslimited to 140
characters anig called aweetuntil it expanded to 280 characters in 2Qiéwton 2017,
Baralis et al. 2013)These tweets could be transferteobugh thredifferent methodologies
like mobile application of Twittethewebsite of Tvitter andthe thirdparity application,
which issupporedby API (Apgication Programming InterfacéKireyev, Palen & Anderson
2009).Usersof Twitter can contacanotherusesby t hr ee r el ati onshi ps.
relationshipwhere the user can know wthe other paritypostswithout the need of the

fifollowo relationshipfrom the other parity, which meathe relatioship here is ongvay
connectiofHamade2015) Secondlyrecalling the userame in Titter to notifythe person

to see this posted t weisthealtheevidioreodii riientewvdesetoon,o .

theuser can forwarthe tweets thaandher usepost(Kwak et al.2010) Moreover on



Twitter there is a symbalalledhashtag#). Hastagis usuallyfollowed by the phrasehich
plays the role ofhe keywordn Twitter. Hashtaguisesto identify commontopics, attract
desired category dgheuser to see the tweinitiate a session of conversation arassify

thetweet bythetype or topiqAdel, EIFakharany & Bad2014(Becker 2011).

2.2 Text Mining

Dating foundation of the text mining &®80sbeingnewemergingdfield in text analysis,
wherethetext introduce to the computeand the data was manipulated manually (Igna&ow
Mihalcea2016) Text mining is the process eficiting new and anonymousformation from
several textual provenarsand fastening theeelicitedinformation t@ether tdform theses or
facts One of the text mining fields is data minifaso known Knowledge Discowgrwhich

is the process of ditosingdesiredpatterrs from huge databasé€ErtekTapucu & Arin 2013)
Thecore difference between data mining and text mining is that the text nsmieqguired to
extract information fronthe rawtext, whereas dataining requireddatdasef factsto

extract informationOne of the field in data mining is computational linguistics or as it called
natural language processirigomputational linguistics in chargewith the process of
analyzingsmalltext with high efficiency. For example, the task of summarizing text densand
onel i minating unnecess alisgonsidereddsa higheftettivea s At h ¢
work (Hearst2003)There are variety afciencesnd topicsvhich acquired its basics from
theprinciples of text minings it reported into two researches, doaeby Hamadeh (2015)

and the other ondoneby Aggarwal and Zhai (2012)

Information extraction: is the process of extractingtture information from a texivhich

iS not texture or sentexture.



Text summarization: gives an overview of the text with the extraction of the necessary key

words.

Unsupervised learning from text:thetrainingdata is not sehanually(Ko & Seo2000) As
aresult unsupervised learning algorithmill be applied tadisclosethe new structure of
patterns without theaed ofmatching results with the training datsa itis not available
(Brownlee2016. Thereare two mostlyunsupervised learning algoritlsmsedcalled

clustering and topic modeling.

Supervised learning from text: The training data is available, so it will be used to evaluate
the output after applying the intended algorithiiitss process will be repeatedtil high

performances reachedBrownlee2016).

Dimensionality reduction: It is the process of squeegibasic data and representings

index or reference to be used laterasrindicative key for many text mining applicason

Transfer learning with text: this is the process @bnvertingdata from ondield to another

if the fields suffer from lack oflataand thecollectingtext is heterogeneous.

Probabilistic model for text: it is basically count the probability of text miniagd represent

it in model.

Mining t ext stream: This is the process of miningassive textoncurrentlywith saving data

offline asthe data keeflowing.

Multimedia mining: It is the process akinforcementmining process to colletéxt data

concurrentlyusingthe same data from another figld

Mining Text in social media:This isthe process ahining tex in social media, which

containlinks and text or either text or lisk The social media fas@a problem of the quality of



thewritten text, whichis sometims incomprehensibleextandsometimesisesslang

language.

2.2.1Arabic text mining:

Arabic language consideatoneof the popular language as it the language of the Holey Quran.
Arabic language is the official language in 26 countaiesver the worldlt is one of the
most spoken language in the world rd@kepkemoR017)There are threelassificatiors of
the Arabiclanguage: n j hY HK)Elassipal Arabic)Ohy ¥ 1 C (MQdern Stang<bd/ArAbic)
and wy B f (CHIBquia) prabia AixeetgBekkali & Lachkar 201Y. Arabic language
consiss of 28 alphabet letters:
p. M, _ K. A.a_,b_ W o P,_M W, 4. A.LK,J_, 6 €, E, C,
Arabic languagevhen itcomparedvith other languag® consideredich with itssynonyms,
derivatives morphologicabnalysis lexical informationandorthography Therefore Arabic
languages a challengindganguage in analysis perspective. AdditionalArabic languagdas

wide range statement afident languagéHarmain, El Khatib & Lakas 2004; Duwairi 2005;

Ayedh et al. 2016)

Schema used inimng Arabic text are similawith other language Some of tk text mining
schemaapplied as preprocessing stdpr Arabic text: tokenizatigrword normalization,
stemminglight stemmingyemoving stopworddjlter by lengthandfilter by content All of
these schemas are explained in more details in chapter 3 research methodology except
normalization. Norralization is the process of normalizitgjtersof one wordthat could
shape into differerformats stento one standard format. As an examp@leph with Hamza
on top), (Hamza),Y(Hamza on waw)g(aleph mad)ggaleph with Hamza at the bottommnd

Q (hamza on ya) could be normalizeHaleph)(Ayedh et al2016).



2.2.2 Clustering algorithms

Clustering data is one of the unsupervisednliegr methodologiewhichis aforementioned
Clustering is the procesd splitting the data into a numbef splitsthatdefined in advance
and each split representlaster.There are two disciplines of clusterjrapeof themis the
hard clusteringor partitional clusteringindthe dherone isthe soft clusteringor
hierarchical clustering)n one hand, &rd clustering contagpoints ofdata that each point
considersas apart ofonly one split.On the other handachpointthat represestdata in saf
clustering has probability of joining each spliSomeof the amous hard clustering are k
meanclustering, bisecting-knean and ¥nodes However,Agglomerativeclustering
considered asoft clustering algorithnfAhmad & Dey 2007)Ghwanmel2007)(Banerjeect

al. 2005)

2.2.2.1K-mean clustering algorithm

K-meanis the process otollecing information froma group of objects that are similar to
each othem thesame cluster and dissimilkom other objects in another groupgsmean is
unsupervisethard clustering glorithm The similarity of the objects are measuredhsy
distance between d¢ise objectsK representsumber ofthe clustes that coud be formedfrom
thedata. Cenbid of thecluster could be assigned by averapall of the valusin the cluster

or could be any point ithe cluster that sometimesasictitious point
How k-meanalgorithmworks?

1- Setinitial value of k, which is the intended number of clusters
2- Randomly chooseentroid of the clusters with #efined in step Jwhich could be an

imaginary points.

10



3- Select the objects that could be in each cluster by measuring distance between each
object and the centraidf this distance was smaller than tmeasuredlistances of this
object and another centroids, then this object will belong to the cluster with shortest
distance.

4- Choose again centr@af the clustes by averaging the points in each clusterthso
average will be the new centroid of each cluster

5- Repeat the proess instep 3to assign objectthat will belongs taach clusters.

6- Again repeat the process step4 and step Suntil reaching maximum rumMaximum
run will stop when all of the objects within the cluster are near to the centroid assigned
to them and no objeetre able to mee to another cluste(Schultelm Walde2006

Ghwanmelt2007).

Therearetwo different kmean measuremexnbne is for measurindistance and the othéar
measuring similarity. @ measure distance inrkean Euclidean distance and average KL
divergence are used. However, to measure similarity, cosine similarity, Pearson coefficient
and Jaccard coefficient can comptitesimilarity. Much of theliterature on kmean
algorithm pays particular attentionttwe effectiveness of kmean.Recent evidence has
examined capability of-knean as patrtitional clustering to cluster loext and short tex(De
Villiers 2013)0One of the studiedeclared byHuang 2008mentoned that kmean clustering
is effective to deal with big dat&ecause ihadlow computationwhich reducd time
consuming and madk-meanhighly efficient to handle big data than hierarcalglorithrs.
Degite of the studyobserved byHuang2008), more recergtudydeclared byAdel,
EIFakharany and Badr 014) investigatethat kmean algorithms na reliable to handle big

data ofreal timetweetsbecausd&-mean need to predefinedmber of k (clusters) a®ocial
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meda is anincreasingdata. Thereforek requiredto haveflexible k to be able to absothe

increasingbig data

2.3Cosine similarity

There are different types of distanceds mea
measure, numerical measure and Bregman diveregé&agise similarityis considee one of

the famous numerical measufde ange between two terds vectorsis the cosine similarity,

while the angle is equ#éb 1, twotermsaresimilar. By @ntrast, if the anlgis 0,two terms
aredissimilar. Cosine similarity measwréhesimilarity of short text documents. Following is

the formula of how to calculate cosine similarity:

e B a &
AT O3 : :
B a OB €

Where m and n sveaorAl-Shalabddbeida®@08;Ad@l, EIFakharany &

Badr2014).

As more recent attention figscused on the provision tfie cosine gnilarity in several studies

(Huang 2008Nishida2016 ¢ & 9 ¥ } U g edsin@ shnilaBity as reported Iffiuang 2008)

used to calculate distance between centroid point and object (tweets) as it the preferable
algorithm in measuring numerical distance for text as it represents terms asAsectber

study limit measurements that could deal with words to cosine sipilate s ¥} Used 20
Third study revealed bgNishida 2016mphasis rule of cosine similarity in high dimensional
space. This study described as following, if two terms, termA and termB, need to compute

angle between them and observe directions of theeaniflithedirections were the same, that

mean termA and termB are similar to each other otherwise two terms are dissimilar. What
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about applying all of these comparison betweenfdhe resterms? This will beonsideed

as high dimensional space anegdean effective methodology like cosine similarity to

compute angles between vectors. Therefore, cosine similarity success reveal its effectiveness
to compute high dimensionality space more than Euclidean distance, which can only measure
distance betweertms(Nishida 2016)Although research has been carried ou(Mishida
2016),about success of cosine similarity in high dimensionality, recent study conducted by

De Villiers (2013), showed th#te cosine similarity and Euclidearnstince gain similar

effectivenesén clustering text documents.

2.4Related work

Although extensive reseameshas been carried oah Arabic text miningfew ofthese
researchesxists which adequatelgn clustering Arabic teéxMost of the attention ithe
Arabic textmining has been focused in classifying Arabic text rather than clustering Arabic

text.

Question have beenised about thbest featurgto clusteronline financialArabic tweets in
(Rafea & Mostaf2013) Theyansweredhe questiorby manipulatingdifferent features in
the experimentThese features are unigram, bigram, trigramBRdDF. Theyused the
agglomerative hierarchical clustering algorithnekdract texts into clusterMoreover, br
clusteringtopics within theexts,bisecting kmeanalgorithmswas utilized into CLUTO tool
Overall,they foundthatthe unigram hadchieved the best results to cluster Arabic ta/eet
Another experiment conducted in this study was by incrementing numbleistdrs khat
starts with 6 tdl2 and 20 clusts. The results indicated that the quality of the clgster

increased when the k increaseglin this study whekwas equaled to 20.
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Several questions have been asked by Ghwanmeh (2007) about whether mpofehsin

clusters would increasdise quality of the clustering irabic text? Another question has

been asked about adding clustering to the text would perform a high precision in information
retrieval? They investigated that rising the number of the clustedhgdit af f ect t he
of the Arabic text and by utilizing clustering technique, better precision acquired. There are

two more researches conductedeto g1 i sh t ext assured that the

always gave better results unless the adetresmall (Bellot & EFBezel199, 2000).

Similarauthos Alsaedj Burnap and Rana (201&lIsaediandBurnap (2015havefollowed

similar steps to find out significant evenBoth of the studies conductéal discover real

world events. Similar five steps followed in both studirsdata were collected,

preprocessed, classified, clusand summarized. Both studieslized for classification

Naive Bayes algorithrto eliminate irrelevant tweetmndfor clustering tweetan online

clustering algorithnis utilized. After thissummarized clusters done by-TBF schemaBoth
studiesagreedhatby applyingonline clustering algorithrafterNaiveBayes algorithm

achieved a higiperformancdevel. However, he outcomefrom the second studshowed that

TF-IDF achieved bad results weighting termsMoreover, another study introduced by

Hammad and EBeltagy (2017) to cluster real time event by using Arabic tweets. They

utilized entropy, stream chunking, -TBF to disclosébursty features .They found that

extracting events was sucsédly to mention all of the events which were synchronized with

the local news except one evdanglish studym r e a | t i me witterrépdri@d ever
by Wei, Sankaranarayanan and Samet (2017). They utilized in their study an online Twitter
user geotagging to find t httelotaboo edtureotimeir of t h e

Twitter account by approximating the location of their friends. To extractteerm tweets,
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TF-IDF based online clustering algorithmsautilized. The outcome of this study indicated

that the events fouhfrom the real time tweets isore than the events collected from constant
number of tweets. Althougihere were a lot of eventould be collected from the real time

tweets, the author of this study believed tihis study failed to detethem. The reason that
preveneddetectingof some events wabatt he t weet s di dndét -IDrach t

weight to be considered as events.

Another study done b&l-Rubaiee and Alomar (201éd)onduct ed 1 nTheyt udent ¢
first collected data andpplied peprocessing steps included-TBF and BTO (Binary Term
Occurrencgto weight tweetsSecondly, they utilized-gram to thedata and in another

experiments fgram were removed. At theext steptheyclustereddata by using#mean

clustering. The resulthey foundindicaed that BTO achieveahigh performance in
identifying si mil ainiaddiiontofhat, usmg-gran shalve lbetted s t we
results inclusteing tweetsthan the results found from not usinggram Also n-gram created

higher performance than using single terms in classifying Arabidrtéié research done by

Al-Shalab an®beidat(2008)

Abuaiadah Dileep and Mustafa (2017) conducted a clustering tweets to extract positive and
negative tweetdn this experimenas preprocessing steps, the autthaigevel that removing
stopwords carspeed up the memaryhey clustered the tweets thghutwo clustering
algorithmsex: SKM (Standrd K-mean algorithm) and BKMBjsect K-mean algorithm).

There were five functions applied to measure similarity between tweets Gosilaity,

Pearson Correlation, Jaccard Coefficient, Euclidean andageeKudlback-Leibler Divergnce
(KLD). They evaluated the clusterig purity and entropy measuremeras final resulf

they found that roebased stemming aclhvied better results thdight stemmingMoreover,
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by using(KLD) joined with rootbased stemming thmurity becoms higher. They foundin
this study thatosine similarityindicated low performanceonversely tavhat the other four

measurementgserformed.

Recently investigatorSawaf, Zglo and Ney (2001have examinednsupervised technique
with maximum entropylassification and mutual informatiomcdument clustering oArabic
text T hey diadynpteprocessing stegdhey found bright resultor Arabic textby
following the same methodologies.

Study conducted bpe RoeckandAl-Fareg2000)to managehe infixesin Arabic textto be
preparedo theclusteringalgorithm. They found that by applying light stemmargl some
improvementdo Arabic morphology, the result gamore accurate clustengloreover,
another studyexamined bysaadandAshour (2010)appled stemming and pruning &
classification of arArabic text. They disclosed that stemming and pruning augmented

performancef weighting terns and representing text

Some advanceshethodology used-kneanalgorithmandenhanced ito clusterEnglish text
examined byRaoandGovardhar(2015. They believed that by using silhouette indine
guality of the clusters W improve.Moreover, they believed that thenkean algorithm
consideed as time consuming and gaea resultsThe modified kmeans clustering
algorithm utilized the sum of squares errors betwikeglusters to certain that the right
points are associated to the right clustBetailed examination of theodified K-means
clustering algorithnshowed thathe modified K-means clustering algorithm separated the

clustersperfectlyandperformedimpressive result® clusteringquality.
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One of the study conducted in English tweets to discover trending topics about Dubai by

HamadehZ015) He used Kmeans algorithm to cluster tweets and cosine similarity to compute

similarity between tweet&temming and Mjram are some of the text mining methodolaggd

There were four internal measurements to evaluate quality of the clusters ex: Sum of squares
Error(SSE), Davies Bouldin Index (DBI), Gini coefficient and average within centroid distance.
Moreover, there was another model to evaluate cluster which was cluster evaluation by model

analysis. SSE and DBI indicated two different suggestions about the best number of cluster, which
wasnot hel pful. Mor eover, Giind dciosetfaf niccei ednitd nadntd
results to set best value of k. The topics extracted from the tweets shown that this model had the ability

to detect major events in Dubai at the time of collecting tweets.

New methodology has been usecexbract events froringlishtweetsconducted by Kinet

al. (2012) Kim and his groupn this experiment use@TC, which is Cor€lopic-based
Clusteringto cluster tweetsTheyfound that meaningful topisuccessfullyextractedand
faster resulteppearedrom CTCratherthanresultsappearedrom k-mean algorithm.
Anotherresearchused new methodology aiglcertain that theres better algorithm than-k
mean the studytreated by Sapuhung and Jiamthapthaksin (2017) tried to compare three
models to cluster Englistweets. Theyised kmean, CLOPE cistering and LDA topic
modeling algorithmsCLOPECclusteringwasused for transactional datdowever, LDA topic
modeling algorithmextracted topics fromm document The results found from thresearch
indicated that CLOPE had the ability to cluster #ti@msational data and was successful in

extractng more topics than LDA and4heans.

The experiment data are rather controversial, and there is no general agreemehedimsit

features to clster Arabic text.

17



Chapter 3

3. Research Methodology

This chapter of the report describes th@sitef this reseah methodology, steps includata
collection, data scrubbing, text representation, clustering technique, and evaluation methods.

Also, it will design the experimental setapnducted by RapidMiner tool.

3.1 System Archtecture:

The system consistd five phases as revealsn figure 1. First, data collectingrom Twitter database
Secondgdata scrubbinghowsin purple and yellow colofThird, distributing tweets into clusters
which showsn light green colarFourth,evaluatingcluster quality which shows in light blue color

Final phase, extraicig topicsfrom the clusters which showsn dark bluecolor.

m
n
1~ Tokeni S ] ]
okenize | 1- Filter non-Arabic words
2- Filter by length l Filter tweets - concatenated with the
3- Filter by Content Arabic word “ 22",
4-  Filier Stop words . - Fi -athi
; o | Filter words 2 F_|Iter un-ethical words
3- Filter Add stop words 3- Filter empty tweets
6- Filter by Region
7- Generate N-gram l Filter tweets
1- Sum of Squares
K-mean clustering / 2- Gini Coeffecient
I 3- Cluster Distance
|-’; Performance
| Evaluate tweets 4- Evaluation by observing
Il different results
Topic extracted '.

Figure 1: System architecturef extracting topics from tweets
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3.2 Data collection

The intended tweets to be collectad aboutc F[Pubai), these tweets were collected based
on online tookalledfi Z a p iTleisrtabl.works a aplatformto connect many applications in
several waysA new account was creata@dZapierto collect and storthe data from two
accountsestablished in advandef tweeter andsoogle Sheet. Zapig¢ool collectedweets

from Twitter and impeded them intgpaedefined Google Sheet.

Data wee collected through three severabpbsThe first phase was continued from Rgril
until 27 April 2017 with 5787 examplesThe second phase of collecting data was started
22- July-2017and extended until 9 daysidended with 1233 examplesThe last phase was
started on 24Septempef017and continued t&- October 2017 and colleetd 75,930
examples.The whole data gathered frofwitter aboutArabic wordc F[Pubai)were93,850
examplesAdditionally, whole oftweets collected when the limited text length was 140

characters

The first data set collected without adding the column of date and time, which refers to the
data and time gbosting tweets, so it only h#fse two columns one for the user name and the
other for tweet. The two rest datasset 12,133examples and 75,930 examples have the three
colum as it showsn tablel1 below.Only the column of twet wasused with the type text for

this research.

Tablel : Attributes namend typen excel sheet

Column Type
User name Polynomial
Tweet Text
Dateandtime Date_time
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3.3Data Scrub

Data scrubbing is a very important area for preparing the data to be cleaned before clustering
them. Scrubbing the data contain removing noisy data that will affect negatively on the final
results and eliminating da tteal datahTadremowehdata a d d
were totallyabout 36,677 examples .After cleaning the data, the dataset left with 57,173

examples.

Following aretwo types of scrubbing the data

o Removing

Eliminating :
W cpam Tweets English words
and URLs

Removing Filtering
Unethical Additional
Arabic tweets stopwords
Filtering
empty
examples

Figure2: Two types of scrubbing data

Figure 2 shows$wno categorizations to scrub data. First type is removing whole example from
the data set. This type will apply to the following methods removing spam tweets, removing
unethical Arabic tweets and filter empty examples. Second type is removingavords

charctersirom example. The second type responsible for removing part of the example
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which will apply on removing English words and URLs and filtering additional stopwords.
All of the methods in first type explained firstly then the second type with it mettbgpgdis

explained.
3.3.1 Removing whole example

3.3.1.1 Eliminating spam Tweets:

There are a lot of spam accaosiimt Twitter some of them have a silly pug@and other

intended to have sonmeturns.Theseaccounts seek to post same tweets several times to take
attention of the user to somethir8pmetimes these spam accounts post tweet with unrelated
hashtagandthis hash tagchievesa high reputation that will return with benefits to the

publisher of thespam accounfTwitter n.d.) Below are the tweets that invest ward?3 p

(Dubai)from several accountsy using hashtagc# F#Dubai)into their special interest that
mostyspi | l ed to feed the accountds owRraely 6s ad
552 tweetdgrom the total 93,850 tweetblost of thesdéweets hadhe hashtagic F#pDubai)
withnonAr abi ¢ words. As a result, the whole te
language with the hasht#g F#Dubai) For solving this problem, filtering tweets that
containtheword ¢ FPubai)concatenated with neArabic letterY whi ch means di d
contain28 Arabic letterywill be applied The following is formula for illustrating this step

and examples:
YN a0 Q@E & 3Apo,, ¢ Ipae o
M Qe QoM QHEIQ Wi @O 6 Qi |
Examples:
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C Spon-Arabic words

x | ¢ Bips://t.co/wxIt4N5kh

x |I'm at The Mall in Dubac “hfips://t.co/aPgitDDWN

x Everyone needs a hobby. @ c&3lpbaihttps://t.cofwY]4cxWKN

x I'm atsunny siden ¢ P ,cPhttps://t.co/BvezRRPJId

x Happiness is #Sunddy  #Dubai #Travel #Traveler #Traveling #UAE 3 p

https://t.co/BASBoBwr43

3.3.12 Removing unethical ArabicTweets:

Unethical Arabic tweets are the tweets that contain unethical words, aluske to the
general ethics and laws. Some of these twaretiepeated many times aadeconsideedas
spam tweet. Unethical tweatever 29,388weetsfrom the whole tweets. Ord# the
unethical Arabic words achievdtgh frequency readdto 9012times (ex:wX F O bl'h
_drunk) These tweets were eliminated by collecting all of the unethical words and rem
any tweets that contain any words from these unethical words. Becauséwéehdéave on
unethical word, the whole sentence will be talked about the same idea, so eliminating
tweet that contain this word witle thegood solutionExamples of unethical Arabic tweet:
illustrates in tabl@. There are more examples teBhbws unethical tweets, but in the

foll owing examples are the simplest on

Examples:
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https://t.co/wx7lt4N5kh
https://t.co/aPqrr7DDWN
https://t.co/7wYj4cxWkN
https://t.co/z6vezRRPJd
https://t.co/BASBoBwr43

Table2: Examples of unethical Arabic tweets and its translations

Tweets Translation

X JbUODr 0O i dk F maC¥Wrg KFY Then,l d i dthirk thatSaudimen if he became sick

c9p »vM! eTIj] JKOF 3 of will take his family to dance in Bahrain or Dubai !!

x c?p mHcmMOTFB el cF | Man,letthem dancing in their country betiean
EylOH?3 6nbllr Tm LW 3 k| going toDubai, Bahrain and Egypt am@ncing there

UFpbF and held by Police of seemliness

x ¢ ?3p c T.hilpx/R oMSAHXOVATT Movie aboutdrunkwoman in Dubai

sexy https://t.co/lveanlIxXOWT sexy

3.3.13 Filter Empty example:

fiFilter example§ operator filters spaces which results from the preprocessing steps
especially after AProcess Document for
itself when it inputs to cluster model. As result, this performs a problem when the clus
anenmpty tweets. Tweets with spaces have high occurrences with 6737 empty heets.
two reasons might led to empty twedisst reason, Some of thergence consist of Arabic
stopwordsand(Englishwordsor URL). Therefore stopwords will be removebly Filter
StopwordgArabic) and( English wordsand URL will beremovel by Filter Tokens (by
Content$ which explained more in the following section 3.3 Ben the tweet will left
emptyThis is results because somec®b t he
(Dubai).This is a mistake Faper software when it collect the tweet abau4ome of the
tweetdi dndét h acvEpubaih leut itlhhave tde word Dubai and it ®dbout Dipal.

Another reasothattokensof the sentencd i d n 6t mat c of waighng tokemsn ¢
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which is prune abovB0, so these tweets left with empty if all of its content weight less

50.

3.3.2 Removing words from example

3.3.21 Removing English words and URLSs:

There are a lot of English words appear in the text, but most of theréswtitten in Arabic
language excepor these words that takes a small part from the text, but achieved hig
frequency. Therefore, high frequency words take into account to fgimridated tac 3 p
(Dubai), which is meaningless as this is tiotfocused in this researchloreover, sme of
these tweets contain URLs that have more details about the topic in the tweet becaus
Twitter allowuser to write twestwith maximumof 140chaactersat the time of collecting
data. The solution to this problemtésremove only English words that contain English s
or capitalletterswi t hout removing whol e swithdrequency T
reached to 60154, which consigdaseless to be one of the key word of the topic related-
c 4pDubai ). The filter used in this sol

about this filter in sectioB.4.1lii.

Examples are described in the following taBle
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Table3 : Words occurances in tweets

Document | Total
Words

occurrences occurrences
https 83864.0 60154.0
Dubai 1112.0 1067.0
Vean 993.0 993.0
kKAIbB 977.0 977.0
UAYW 972.0 972.0
HtCv 955.0 955.0
ahH 955.0 955.0
EcofAIR 941.0 941.0
hWezZirZtv| 940.0 940.0

3.3.2.2 Additional stopwordsin Arabic Language:

Arabic stopwords havéeen known as the words that are frequently repeated in the text, but
can be dispensed from the text before starting the data preprocessing to enhance the final
results likee (wWhere),fr n¥) and= Mwhy)t@lthough that there are sesal lists of Aabic
stopwords,each list has its own woraghich make each list differ from the other lists
Therefoe, in this part additional stegrds will be added to enhance preprocessing
methodology of théists that acquired from Rapidhkr softwareThe filter utsed in this

solutionc a | FikedStopwords (Dictionarg) more illustrations about this filter in section
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341v. There are three types of the stopwords

following:

3.3.2.2.1 Stopwords from the slang language:

In Arabic language there &so slang language words that is equal to the official language
words suchass m =andwhat)e T M (where),t A IOF (whom er Mako) Therefore, in
Twitter many comments were written in slang language thatdeslthestopvords written in
this slang languag&he problem here is th#tesestopnvords achieved highly frequency,

which is unacceptable because it will perform the trending topics

3.3.2.2.2 Stopwords with spelling errors:

Moreover, some of the wordgere written in official language, but written with some

mi stakes in spelling hbhkeer e hmyihthigekatple Ah enf a
Ox(bdfe) t hat must DObWIAGt thesdarersie | ¢ hmasadder e d
stopwords everthough it is one of thenidere for this problem normalize could be apply by
using fAreplace operatoro but this operator
This solution will make more linguistic mistakes in many words because if the vasrd w

W H p @ e 3€Hoo0l), by using this replacement operator wilybs p, @hickDi¥ not correct

3.3.22.3 Missed Stopwords:

In addtion to that, some of the stajords are written correctly and consieélogically as
stopvord, buti t  d o e s n dist of stogvordshn theRmagidMiner list exactly iriFilter

stopwords (Arabic) operatdis it predefined list.

The soltion provided here is to makenawdictionary withall of these three types of

stopvords Thereforethis will eliminate these wordBom the tweet because some of these
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words repeated highly like the wocd{WDBmM or who) which occurred 1371 times in the
whole tweetsas it appeared itable 4.This will only eliminate the words not the whole of the

tweets.

Table4: Examples of missed stop words and how many times they occurred in tweets

Document | Total
Words
occurrences occurrences

c AIOF 1284.0 1371.0

b M 1184.0 1338.0
F XF 1202.0 1242.0
b bl> 902.0 919.0
c3 T 725.0 770.0
F O bl 369.0 763.0

3.4 Text presentation

Thewords in Twitter arewroteas sentences, so to represent these words to be understood by
clustering methodology, numerical vector will be dise represent tise words. In

RapdMiner, fiprocess documents from datgperatomwasused to create vector of words and
generate weight for each vectbtoreover, this operator transgsgentencginto a bag of

words (BoW) orit calledVector Space Model (VSM), which means representing each word
separately and counted occurrences of the word in the doc(iBreninlee 2017Below are

several types aschema to weight vector or words itreported by RapidMiner (2017).

1-Binary term occurences: it weiglttif the word is occurred in document otAd®herefore,

the value will beeitherO or 1.
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2-Term occurraces:this measurelow often a term occurréd

3-Term frequencytf): this schema measwwrumber of timethe termappeas in all of the

documents compared to the tataimberof terms in thedocumen{El-Fishawy et al. 2014)

4-TF-IDF: this is the abbreviation ¢érm frequency inverse document frequerdyis
schema measw@nportance of term based on hovany timesi t appsar in several
documentslf the term appeamany times in one&locument thatnears it is significant term
Despite thatif the term appeamnany times in several documents, ttisclude that thiserm

i s m@drtant term(El-Fishawy et al. 2014)

In this researchhie schema used to create weig TF-IDF (Term Frequety- Inverse

Document Frequency), which will explaimmore detailsn section3.4.2

3.4.1 Text pre-processing

Presenting the text into BoW requsi®ome preprocessing steps to extract desire words and
remove unwanted words. Following are the preprocessing steps done in the process document

from data operatdRapidMiner (2017)

i.  Tokenize:is the process aplitting the text intowords, symbols, phraseind useful
elementsso eactsplit will consider as token In this filter non lettercchose to be
partitions betweetokers that will lead to have one singleord as toker{Harmain , El
Khatib & Lakas 2004Verma, Renu & Gaur 2014).

ii.  Filter T okens (by Length): words that contains charactevithin the range of
minimum 3 characters anchaximumof 18 characterswill be extracted to be tokens

This parameter set to In@inimum with 3 characters because wor&[pubai) consists
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of three characterd/oreover, this parameter will meaximumof 18 characters

because the I@est word in Arabic language 15 charaters. Therefordyy adding to

2 characteras sparein order if there any company name needitional characteys

soit will expand to 1&haracters (Atik&017).

Filter T okens (by Content): this measfilter tokers thatmatch aspecific value Then

by choosing invert

condition, t mmagch f i

this value. For example, this filter usedc 0 nt a ison cnoanttdgienboveallrof

the English leers evensmall or capitaby settinginvert of theregular expression

from [a-zA-Z]. Thedifferences between conditions explain@dtable5 bdow:

Table5: Comparisons between differetypes of conditions from contentgpesand ranges

Conditions Content type Rangeof content

Equals condition String Exactly the same characters efring
Contains condition String Canaddcharacters before or afteiring
M atchescondition Regularexpression | Exactlythe same characters rafgular

expression

condition

Contain matches

Regular expression

Canaddcharacters before or aftexgular

expression

Filter Stopwords (Arabic) : removingcommon words in Aabic Languagewhere this

is apredefined list of common wororementioned imata scrub section.

Filter Stopwords (Dictionary): this operator will removadditional stopzords that

di dnot

meFRitér Saqpw @ d d s

format withUnicode UTF8 encoding
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i.  Filter T okens (by Region): thisfilter will search aboutokers in specift range of
tokens. This researdearch fotoken around the string FPubai) by 3 tokers after
and3 tokensbefore.

ii.  Generate nGrams (Terms): this meansepresenhumber of consecutive tokeiof
length n. By choosing to be 3, this means 3 consecutive tokens will be connected

and2 consecutive tokensill be connectedndonly 1 token will appear

In this preprocessing stegstem (Arabic) operator arstem (Arabic light)operatolis

experiencedo revertArabic wordsto thebase or rooandkeepsimplestcharacter of the word

that carry the same meanifi@eshpand012)(Verma, Renu &Gaur 2014)As result,some

of theoutcome obtained indicatehat if the wordvasc 9 (Dubai), the stem willconvert it

to bef p (Dub). Thus, this operator will be eliminated from the experiment as the word
fico9pi s the main | thewordMipoDtuh) si pndéit emeanndgf

means the word& 9 (Dubai).

3.4.2 Term frequency Inverse document frequency (TFIDF)

TF-IDF gives weigh for each termThe tweets of this researarerecollected with limited

140 characterbecauseheofficially launchof the expansioto 280 characterwason 8 of
November2017and all of tweets collected before thisddiee r m f r e q ueffattvy wa s r
by itselfto measure if the term is importaa TF-IDF cangive evidence about the

importanceof the term in the documents by adding IDErm frequency computed by the

following equation:

YO ~—
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http://www.simafore.com/blog/author/bala-deshpande

nt is the number of times term appears in all of the documéniss the total number of

terms in the document
Document frequencfdfwi) is the number of documeritsat have tleast one word

IDF is computed
$ &I .
) s &l Tge
WhereN is the number of documen(sveets examplesnd dfi is the number of documents
that have tleast one word is natural number 8 (Kim etal. 2012.
Thus, TFIDF is computedy:
“Y'O '00"0"Y'®'00"O
"Y'0 "'00"0 £, [ —%ﬁ
Bo Q7Q
TF-IDF will show highweigh for the term when it indicate high frequency in document
and small frequency in seveddcumentgEl-Fishawy et al. 2014)Despitethat, TFIDF
records low weigh of the term ithis term appeaifrequently in several documeni&herefore,
TF-IDF will distinguished from other schema to be a good measure for discriminating

significance of theermfrom theseequations (De Villier2013).
3.4.3 Prune methodology

This process usdd reduce number of token appelhy using one of the following

appraches RapidMiner (2017)
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1. Absolute: showvords with total occurrencess specific rangesuch as words that total
occurrencesf it above50 and below 10000.This approach used in thissearch.

2. Perceptual: show words that appear in range of specific percentagénéwatmle
document.

3. By ranking: ordering the frequency of the words and show the words that ranked in a

specificpercentageange.

Prune methodologfacilitates choosing words with high appearance in order to form topic.
Moreover, prune methodologxpedits running the process as it talkaelong time to process

these huge number of data in clustering steps.

3.4.4 Output

After datascrubbing angbresentation, the data now are ready for imdein clustering
processWhole data wer83,850examplesbut after scrubbinthe data beqoes 57,173
examplesOutcome from the previous process will be a wordlist with total occurréoices
each wordr for n.gram of wordsIn addition to that] F-IDF weighcalculatedor n-gram of

wordsper each document (tweet).

3.5Clustering tweets

So far, however, there has been doubt about efficiencyntgdnto collect big data explained
in section 2.4.2.1this study will utilize kmean.Because of theollected tweets in this report
ar esocafeble data s o kequdetodenfi@xible to handle increasable data

There several studies done in the fieleda$ine similarityshowed some contradictions about
effectiveness of cosine similarity compared to Euclidean disexyained in sectio.4.2.2.

However,the majority of the studies emphasis thre capability ofcosine similarity to deal
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with words.For thisreasorthis report willapplycosine similarity to measure distasce

between terms.

3.6 Cluster evaluation

K-mean clusterings unsupervisetiardclustering, so there iso predefined expert knowledge
to comparethis experimeri s rwaéhsthe lexperknowledge Therefore, to evaluate cluster
quality for unsupervised clustering, internal evaluation will be one of the sdukiernal
evaluation baptizes ttheck how the homogeneity of the objects (tiwgaside each cluster
ard how the clusterself are isolated from each othémother solution ibserving results
by manipulating with the paramefes  s.d¥en so,nthglgorithmof the clusteringwill be
the sameConsequentlypbservingdifferentresults to decidéhe best outcomeextracted

from which parameteras declared biian (n.d).

3.6.1linternal Clustering evaluation techniques:

There is a confusion about the proper number of k, so the internal clustering evaluation
techniquedry to setaproper number of k in order tget better resultS here are several
clustering evaluation techniquappliessuch assum of Square Errors, Davies Bouldin index,

Gini Coefficcient and average within centroid distance.
Sum of Square Errors:

Sum d Squares (Item Distribution Performance): is the sum of all distdoateveen each
object inside the cluster and the centroid of the clu$tezn, thesum of all distances, which
called erros, squared to get sum of square erfidre following is he equation of how to

calculate it:
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SSE =

oNo:

k is the number of clusters, x is®@nf the objects in the clustesis theset of allobjects in a
cluster andias the centroidof the clustes. Elbow methodology use SSE to evaluate cluster
by choosing number of k. EIbow methodology platear chart for SSE in range of Kfter
this, observdine chartwhen it looks like an arpthe value of k located in tiedbow of the
armconsides the best value of KL his happen when low value of k hisv value of SSE,
before value ok increasediramaticallyand value of SSE decreasg@duallyto be O(Gove

2017)
Gini Coefficcient:

Gini Coefficcient measusaequality distributions of the values among the clusters. Gini

Coeffecientcalculatedoy the following formula:
‘OQEYQ pdrt T
Where Syis the number of objects includedytd classin cluster x.Ox is the total number of

objects in cluster x.

This measure have binary values of 0 and 1.With low value of Gini index, the distribution of
the values is near from the equality. Whereas, high value of Gini index that is closer from 1
indicates the inequalitof distributing the values amonggeticluster§Demiriz ,Bennett &

Embrechts 1999).

Davies Bouldin index(DBl):
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This schema introduced avid Davies and DonalBouldinin May 1979 (Davies &
Bouldin 1979).DBI calculatel by calculating totabf (within cluster distances divided by
distancedetween clustejsMeasuring distances between centroids of the clustersby

usingEuclidean distancé-ollowing is how the DBI is calculated:

006 0= Y

Y iség'v o p8E

, where

Gi P od i &L Q4 O QU

k is number of clusters, x aydare clusters, ms is the mean square etkgrs, the distance
between centroid x and yx is the centroid of the cluster x angdis the centroid of the cluster
y. C is the set of all objects of the clustéi@nd z are objects in the clusters. As the distance
between clusters increase and the distance between the object inside eachechester d

this indicate a good cluster (Maulik & Bandyopadhg&{?2)

Average within centroid distance:

This method calculasadistance between centroid and each point in the cluster then average
these tstances. When the value of averagthin centroid distance become lower, tisgn

indicator of good number of cluste(RapidMiner2017)
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3.6.2Evaluation by observing different results

In this technique the evaluation is basedobserving final residafter several trials.
Therefore, bychanging parameteisuch agcreasinghumber of kand usingd-ilter Tokens
(by Region)opeatorandremoving Filter Tokens (by Regionperator the data will give
different results. As eesult, by observindifferentoutcomes, the decision will hakento set

suitableparametesto give better outcomes

3.7 RapidMiner implementation

RapgdMiner is a good GUI to implement different model of operafbing following are the

setup parameters of the operations used in the experiment:

1- Import data from excel sheet (data imported from google shee3ingfiRead E&celo
operator.

2- The data then input intevb fiFilter Examplesd operatoraused to eliminate some
examples from the wholgata as preprocessingteps whichshown infigure 3 and
explained bellow

a Filter nonArabic words that concatenated witnrabic word" ¢ 3 p "

b- Filter un-ethical words that written ikrabic language.

Read Excel Fitter non Arabic wit... Filter unethical word

inp fil }

Figure3: Intial processes iRabid miner
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3- The data rest from the filter examples are inptdi Pr ocess Document s

opemtoras itappearedn figure 4:

Read Excel Filter non Arabic wit...  Filter unethical word  Process Documents...
inp il B ot exa Y exa exd Y exa
inp ori ari
unm unm

Figure4: Addingoperator of¢process documeritom date to the preprocessingperators

4- AProcess Do cautnaeon tosp efrractno rD al so have a pr

a suboperators inside it as it illustrat@dfigure 5:

Tokenize Filter Stopwords (Ar...

Figure5: Text mining modelmsidedprocess document from data 2 LIS NI (0 2 NJ

1- Some of the tweets after AfProcess Docume

these tweets wild/l be eliminates by input
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After this, the data will be ready for clusteringansht r oduces i nto fALOo

operator as it displayed in figuée

Process Documents... Filter Examples Loop Parameters
|: inp o res
|: inp res

res

T

res

'z

Figure6Y ¢ KS f I ad LINRPOSaa Ay RFEGlF aONHzmoAy3d 6ST2NBE Sy

2- Loop operator has sub operatormside itdescribed belowpresentedh figure 7:

i.  GeneratdD: add ID for each tweet attribute in order to evaluate ID of the
tweet against clustergrhich ID belongs to it to notice best value of k.

ii.  K-meanClustering:cluster the tweets into a number of clust&), numerical
measure to measure distance is cosine simildritg.main differences
between rax runand Max optimization steps that max run indisdtew many
times to repeat the process of choosing initti\khereas, max optimization
stepshowshow many iterationsperformed for one run of-kKlean®

iii.  Multiply: copy output of the cluster and distributéniio two evaluation
operators (Item Distribution Of Performance and Cluster Distance
Performance).

iv.  Sum of Squarelitem Distribution Of Performanceout put of this evaluation
input intofiGini Coeffeciend operator.

v.  Gini Coeffecientiltem Distribution Of Performancethe result of this

operator introduced intlog operator.
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Vi.

Vil.

inp

inp

3- Thefinal step was introducing loop paramstern t o

Cluster Distance Performanadso result of this operator introduced ifitogo

operator.This operator set to be maximize to shpesitive value.

Log: This operator will save results into Itapleinto atext file.

Generate 1D

Clustering

Multiply

exa T  exa
o

an

clu

clu

Sum Of Squares

Gini Coefficient

clu % clu

per per

clu %

per

clu

per

Distance

Figure7: Quster operator and evaluation operatoksy & A R S

Al

Loqg

per

res

af 2213 LI NI} YSGSNAE

09

t. dhisdogtd a

data will create an example set of the data as it appeared in8igure

Loop Parameters

¢
q

Logto Data

"0

inp

Figure8: Adding log to Data operator

res

res

res

res

: |
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4- Figure9 shows overal operators done iRagdMiner.

Read Excel Filter non Arabic wit...  Filter unethical word
fil s aut exa exd exd exd |
= | '
ari ari Y
unm unm
weess Documents from Data Filter Examples Loop Parameters

Figure9: Overview of the processdone in rabid miner
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Chapter 4

4. Experimental Analysis

In this chapter all of the investigatioraalysesand outcomes will be discussabloutc 3 p

(Dubai) tweets.

4.1 Evaluation by internal clustering evaluation techniques

After getting the results of the clusters, 4 internal evaluation used to find optimal value of k
By contrast theesults got from internal clustering are not helpful to determine best value of
k. Becausenly two k foundfrom 4 evaluation techniques. These two k were different and

veryfar from each other.

The data used in this section is whole of the data which is after preproc@3850
examples becom&7,173examplesinternal evaluation aréini Coefficient, average within
centroid, Davies Bouldin index (DB&nd sum of square erroio observe results from

internal cluster evaluation techniquélsw charts are used to illustrate results.

For Sum of Squares erretbow methodology will use to find out best value olMKhen
value of SSE decreased gradyalefore increasingalue ofk, elbow of the chart will be best

value of k.

From figurel(, it is clear that thevalue of k is vague and difficult to recognize fréime chart
because there is no elboMioreover, trere is no need to add more clusters to the figure to

find out elbow. Because value of elbow possible to be when k= 10, where SSE values
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dedined gradually beforevalue of k grewbut withgoing upmoderatelyof SSE in k=11

desolate elbow.

Sum of Squares

0.55

©
U
O

0.45

=]
© w ©
w

Q

(=}

N

v
©

Sum of Squares

(©)
OOO

o ¢
© i ©
= 0N

(©]
(0]
0.9 @@ @@ @ @ O O..g ®
0.05

2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
k

Figure 10: Sum of Squared results from k=2 to k=25

Another evaluation technique is Davies Bouldin In@eBl). DBI measurshomogeneity

between intra clustérs t ame heetersgeneity between inter clugter t.we et s

Whenthe value of DBI is the lowest, the best cluster is obtaiAedt appeared in figurell
the lowest value of DBI when k= Plowever logically for thousansinumber of tweets two
topicswill be extracted considedunbelievable, but the tom®f k=2will be explained in
section4.2.1 For this problem number ofi& expanded to be 30 to see if the value of DBI
will decrease to be tHewest. The value of DBI when k= 2 is 4.9, whereaswhlue of DBI

in k= 251s 5.3, so it is possible to went down.
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Davies Bouldin Index

10
9.5

8.5
7.5

6.5

Davies Bouldin Index
~

5.5

4.5

2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
K

Figure 11: Davies Bouldin Index results from k=2 to k=25

For average within centroid, elbow methodology also will be used to check optimal value of k

in elbow.As it shown in figure 2, values of average within centroid are fluctuated over

cluster from k=2 to k=25As a result, there is no elbow for average within centrbie

values ofaverage within centroid are very close where it vary 6082981 to 0.788%.

Furthermore | di dndét think that i f t &veragawithiber of

centroidwill form elbow.

There isanother discussion about best valuawdrage within centroid, wheseallest value
of average within centroid gave marempatible clustereported byRapidMiner(2017).
From figure 2 it is clear that the minimum values of average within centrddd/i88545
when k= 25Therdore best value for k ohicated by this method is k=25. Value of average
within centroid could beleclined as the k increased as it was 0.92981 when k= 2 and

0.788545 when k=25
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Avg within centroid
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Figure 12: Average within centroid results from k=2 to k=25

Regarding the last internal evaluatt@echnique, which is Gini indexhis techniqueneasurs
equality distribution of the values in the clustéfghen thevalue of Giniindex isclose to 1
thisrepreserginequality ofdistributingtweets inside the cluster, whereas when @idexis
close to Qtweetsinside cluster are distributirequally.As it appeared in figure3l all of the
values of Gini index are close tol, which indicates inequality of distributing taewisg
clusters. Gini index varigsom 0.99999768 to 0.999865%6ong the period of k from k=2 to

k=25.
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Gini coeffecient
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Figure 13: Gini Coefficient results from k=2 to k=25

4.2 Evaluation by observing different results

Internal evaluation failed to agree on the best number of k, sevhlisation methodology

will introduce here, which is observimifferent results. By observing different k and figgy

out the topics inside several clustesdl notice best k which shows trending topics abo p
(Dubai).Additionally, by manipulating with the parameters used in Rabid Minerebalts

will be different Manipulatingwith the mrameter such asingii Fi | t er yRegidg@ ns ( b

operator will gave better results than not using thperato.
There are several notes will be followked thefollowing experiments:

1- i@ u s e r nandsome mobile numbenrgre removed from the tweets only ireth

exampleshot in the experimenfor privacyissue.

2- Tweets that shared the same topic will be explagrég once
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3- Only one example aincleartweetswill be explained

4.2.1 Experimentl

In this experiment k =2 will illustrated in more detailgtas the best value of k extracted

from Davies Bouldin IndexTable6 reveals the results got from k=2

Table6: Results of k=2

Top terms Topic extracted

Cluster 0 24,795 20 _3BY., 3BY _ Cc39p_ 6 K CcAdds Y
6 KCAO_
Cluster 1 32,381 . WADIl _ wTtpHAT wT pHANT IOF

c2Ap_c Ak uyuF _ cHdkuF
Translation

Cluster 0 24,795  Dubai, support, Allah, courts, Dubai_couri Amal Initiative in Dubai
amal, Dubai_amal, amadDubai_support

Cluster 1 32,381 UAE, Shabab, UAE, Saudi Arabia, Police, UAE andSaudi Arabiamatch
Dubai_Police, Qatar, Riyadh, Ahli,

Dubai_Anhli

As it shown, topic extracted from cluster O and cluster 1llaes end could be guessed easily.
Cluster 0 will be explained firstly. Cluster O consist 24,795 tweets which @big number.

Some of theweets inside this cluster are shoinrtable 7:
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Table7: Examples ofweets ircluster 0, k=2

Examples of tweets in cluster O in Arabic

Examples of tweets in cluster O in Englis

#6 K CA0_ H

#6 K C 9 1O httpSYp.co/BsEz06MmW

# Group_semo_for support

# Amal_Dubai _suppotttps://t.co/XLrEzO6MmMW

#1F>_6Kp WUF
ZH HZ

¥b

ZH HZ

X K

#w Nl DF 31 IOF _ ¥6jKaCOatOh ¢ BHprsi=

#Special_support creativity

ZH HZ
Distinguish

ZH HZ
shine on

# Account_worth_following #Amal_Dubai

_supporht t ps:// t.cé

# War b 6nY|
2Cj 3b ey

#U r R IOF
#6 K C 910 |
#6 K CAO_ ¢

#29B F _ #MFHLEGFHEPM

#Human who doesndét wund
, Will not understand you when you speak
# Silence_whine

# Amal_Dubai _support

# We _meet_toget_up support

# Friends_of _amal_support

SAY# WppF A8

https://t.co/hZFH5xHUOf

Dubai_courts# launch Abshar initiative

https://t.co/hZFH5xHuUOf

As it displayed in table 7, tweets are close to each atkeept the last tweetvhichwas

similarto the other tweetdut have different topi@lthough the last tweeatontairs token

6 b fcpuets), which shared with tlsaiptopic in token W giritiptiyey, this is notthe main

topic. In spite of that, the topic could be guessed from the rest of tokens.

Table 8presents examples of clusteffiist three tweets shows thitie tweets are related to

the UAE and Saudi Arabia match. The two last tweets were talking about sioieited
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where tweets number 4 was talking about Dubai police and Saudi Arabia, whase it w
inclined to Dubai police ndb theUAE and Saudi Arabia match. Furthermore, tweets number

5 the major idea of it was about beauty in GCC countiespite that, cluster 1 was easy for

estimating topic about the UAE and Saudi Arabia match.

Table8: Examples of tweets in cluster 1, k=2

Examples of tweets in clustéiin Arabic

Examples of tweets in clustgin English

c3AHIF _ Wf 3T IOF4
-wy Y F T OuQRkUr 3R -wy B H 1O K

wT O FD MXEé

Ducts to match # youth_national:
SportsSaudi Arabia Sports Tunisian Jordan

Dubai Sports Egyptian channel Damak ...

aHtk BPIHO w3pfr"lJ IO pWEHKYS

"CT1 Ct OF. httpSH . ao/EIRrPRIYIQJ

Diop and Louvain, th@ ¢ nférdé Bf attacking line
of Al Ahli youth -Dubai in the new season.

https://t.co/ZJR7IPMYQJ

WH 3 b _ WEm p A 10:
WT pHANTH
WOMOAwT O

wy YF T
Wy xppuy

wy [ XH 3

Tabuk_course ®ucts for the championship
Saudi Sports

Egyptian DMC channel

Dubai Sports

Jordan Sports

Tunisian sports.

OF IOF 6 gctTv Uik Fowd /13 yiOFT

. W Abli B

c2hH#T FMmk.

Submit a report to Dubai Police by email and you
are in Saudi Arabia and you will be communicate(
on the next morning and your problem will be

solved this madness # Dubai

# WF3b# dYfF3yPhF3B# Kp

cIp# KOMesty KOAGFH# OT |

ODykFliB# @fF HiF#H s conithBa

Saudi Arabia # Beauty # Leather # Exhibitions #
Occasions # Snap # Show # Exhibition # Dubai #
UAE # Kuwait # Qatar # Gulf # Gulf # News #

Famous ..https://t.co/TIT5wifhv8
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4.2.2 Experiment 2

Experiment 2 will éscuss k=10, which was supposed tdhmoptimal k extracted from SSE.
The purpose from this experiment to investigate if increasing k will give more topics as it

displayed intable9.

Table9: Results of k=10

Top terms Topic extracted

Cluster 0 2582 QATM_ XUl _ XYYl _¢c3p cIJp c¢cT Wyd
Wy Ar 9 A0_3ATm_ XUl _,

Cluster 1 5932 _CHAKUuF_MF3l _ cI9p_ WT p H AT KEF ¢
WTPpHATIOF _ XTOTc2p3p

Cluster 2 4434 _COAp_Y9FprBWF _ Cc3p_p QYFM™
C3AHIOF _ pF )}

Cluster 3 7395 w3BE€eswrtCAD _ c3p _ WF 3 OYFwm

®POA _ UmOIi B

Cluster 4 4090 HB _ n3T1CB _ JYyPKF _ oYFmMm
Sy/nb |

Cluster 5 1819 QFpfFylFOF _ WO3FT _c32p ¢cp cTYRYDR ¥
cI9p_dFp

Cluster 6 4354 c?2p . CHblb _ 29BbOB _ oYFm
clf bF9tOF | wrtpfTF
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Cluster 7 5154 . c3?2p . 939BF _ UTHBb QYFMm

6KCHA_ ¢ Ip

Cluster 8 13788 c 3 oYFm
Cluster 9 7628 c2p_®uH _ eT D] YIOFT oYFwm
Cluster 0 2582 sde, apartments, real estasale Dubai, Real estates for sale an

Dubai_, apartments ,apartments_and_ vilteal = ownership in Dubai
estatesale real estatesale  Dubai
,apartments_and_villasvenership

Cluster 1 5932 UAE, Al Ahly, Al Ahly Dubai, Shabab _Al UAE and Saudi Arabia
Ahli, Shabab_Al Ahly _Dubai, Al Ain, Emirates, match
Dubai, Team, Saudi Arabia

Cluster 2 4434 Emirates, Mall, Dubai_Mall, Fly, Fly_Dubai, Unclear topic
Emirates_Dubai, Abu Dhabi, Arabic, News,
National

Cluster 3 7395 City, canal, mohammed, world, hotels, Unclear topic
channel_Dubai, municipality_Dubai, Dubai_cit
tower, ruler, project, roads

Cluster 4 4090 Airport, Dubai Airport, International, Dubai Unclear topic
International, benevolence, City, Moon,
Dubai_Moon, Live

Cluster 5 1819 Cars, Rental, Ren€ar, Dubai_Dubai, Luxury, = Rent luxury cars in

cars, RenCars_Dubai Dubai
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Cluster 6 4354 Police, Police, Courts, Taxi, Center, Cost, Unclear topic
Dubai_lunch, Economy, Economy_Dubai, Tax
Cluster 7 5154 Saudi Arabia, Riyadh, Qatar, support, Kuwait, Unclear topic

Amal, Dubai, Dubai _support, Amal_Dubai

support
Cluster 8 13788 Dubai Unclear topic
Cluster 9 7628 Allah, Shop, Bahrain, Dubai_ and Bahrain, | Unclear topic
Shop_Dubai

From table9 , threetopics successfully extracted from k=10, topics where about Ny 3 A0 d |
c?2p cT WOBhE B FBarFy MIORY T Rl Estate folldalpapd® 8 _ ¢ )

ownership in Dubai, UAE and Saudi Arabia match, Rent luxury cars in Dubaio only

new topics added differ than the one extracted from k=2 they are Real estates for sale and

ownership in Dubai andddt luxury cars in Dubai. Cluster 7 shows that the general topic

about Amal Initiative in Dubai although there were some tokens suBtiald, = Kf 17 OOF

(Saudi Arabia, RiyadQatar) t hat di dndét i ndicatesottthat ar e

topic didndét ext r.Zlodtee8ddespitg that numlbenof tokbnis msideit u st e

was 13788, only one token extracted from it whics c(Bupai). Because only c(Bupai)

achievedhigh weigh reached to 0.676 atid remaining tokens starittv weigh of 0.005,

which is too far from weight of DubaCluster O and cluster 9 shows tliier stopwords

operat or di dnand).Therdforefiiter scopweordsasperataawra s n 6t af f ec

enough to remove all of the stopwords.
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Cluster O talks abowt 2p ¢ T LUy S(RealtestatemforldateustitOwndrship jn Dibai)
table D explains examples of cluster 0. As it soathof the tweets are related to the main

topic.

Tablel0: Examples of tweetsiicluster 0, k=10

Examples of tweets in clustéin Arabic | Examples of tweets in clust@in English

eB YC?3b pfr ANABF c¢ 3p_ 9 Investand own inthe hotel sector Real Esiaiees
By I'4sg OF 3| start from 735 thousand dirhams installment

https://t.co/IW3sCGRB3x https://t.co/lW3sCGRB3x

# WB wBpPpF> 4yEB®Oc Dpa s Vila for_rent_in_Dubai 4 bedrooms + maid room
6KH4PHO. MOIT 3 w A P 3 HOF # | with a view of Burj Al Arab in the Palm # at a price
#c Ip _@Fpgp HYs: / / t . |of450,000 dirhams

# Real Estate_Dubaihttps://t.co/LYPRTvuoPc

wy UC3 YIOF XYl | City Premier Hotel Apartments is located in
c?2p bHB eB UWIOYIOrF Z_NYPY Sheikh Zayed Road, overview of Burj Khalifa, nex

F wrlj B eB éF|toDubaiMall and Zminute walk from ...

The main topic in cluster 5was abau®p ¢ T WO ¥R¥rOEXurfdarg ip pubadF Oy
Table 11 displays some examples of the tweets about topic. All of the tweets in the example
talks about the same topic and there are many company for renting luxury Cars Rental in

Dubai.

Tablell: Examples of tweets in cluster 5, k=10

Examples of tweets in cluster 5 in Arabic | Examples of tweets in cluster 5 in English

c39p# ¢ T WOI>3 f | #Luxury Car Rental in Dubai #
pF1PbFM KmMOK | Tobook and inquire about offers and prices

# Kuwait and Saudi Arabia _ one heart
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#C_

#HCCFM_GLal_n

€ §

#Kaili_h ..

c2Ap# cT

OB F

pFIT

nmr bT

wy T

ot

# Luxury Car Rental in Dubai #
Competitive prices

| full insurance

5| Connecting to the airport

For reservations

c b

https://t.co/804P9AXLtB

cT prtTowIO FpFry 1O

€t nimy Y FiiTkpp i YT AR F BT b F A 0l

We have all kinds of cars for rent in Dubai, cars,
luxury, fancy, family, sports, economy

https://t.co/804P9AXLtB

One of the unclaaopic was cluster 2 with 4434. Tabl2 illustrates some examplabout

this cluster.Each tweet has its own topic and they are unlike otpacg

Tablel2: Examples of tweets in cluster 2, k=10

Examples of tweets in cluster 2 in Arabi

Examples of tweets in cluster 2 in Englisk

c2p _pBEO# A
wycfFylHOFmM b
2/ nscdOft

2M 2018 3 c O Yitp$dF.co/llWKL3Qys?

Up to 50% discount with # fly_Dubai
For both business and tourism

Booking  until 9/26

Travel until 2018/10/27

https://t.co/lIWK13Qys7

eB FIFe Ch3KFmM U
ablKwhlo c?2p_ wl hds

https://t.co/ToGj26GsSN{

Highlights of the newscast at 8:30 pm from the
#News_Center of the Dubai_Medioundation

https://t.co/ToGj26GSNQ

14:# ‘c 3 AH Ol

F33cOT F3bprl

14: # National _Day#87
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c-9hyB-fF 8 1 | Celebrate a great day and thank yomusharing our
https://t.cola7K6RgZYsg joy- Kuwait- Manama Dubai

https://t.co/@K6RgZYss

c 9pb b htps://apo/ee€ElIfgEd) Dubai Mall Traffic: https://t.co/xexEllIfgEd

Same idea for cluster 3, cluster 4, cluster 6, cluster 8 and cluster 9. These all present unclear

topic, so they will not be explained

4.2.3 Experiment 3

Experiment 3 will explain k=25~vhich is the best k figured out froaverage within centroid.
The intended aim here to see if the increase of k will extract more topicshasvsin table

13.

Tablel3: Results of k=25

Top terms Topic extracted

Cluster 0 1929 QFpfFylNOF _ WO3FT. 2x®F c2p c¢cT WI>§
C2p_dFp
Cluster 1 2264 arK _ OJOypPKF _ ctOmC c HOm C IOF

C29p_OyPIOF _ c?3p._

Cluster 2 11816 c 3 QYF1

Cluster 3 962 OXFTKOF _clbfFa KFCETHEFYp c¢c?2p ¢cT OCF

Cluster 4 2754 _Cylslfb _ aC3to _ 97 oYFu
c39p _C
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Cluster 5

Cluster 6

Cluster 7

Cluster 8

Cluster 9

Cluster 10

Cluster 11

Cluster 12

Cluster 13

Cluster 14

Cluster 15

Cluster 16

Cluster 17

Cluster 18

1316

1075

1539

1256

2429

2203

3015

1603

2245

1406

1194

1993

2373

2425

. Wy bMIOF | c3p_wTp]
c2p _ EDbIE Bl

COFrTOF _ c¢c?32p _ cHlOFr 1O

9A9TmM_ XUl _ XUl _c3p
Wy Ar s A0_ 99T mM_ XUl
AHTOYADb _ c3p_fFr HB _ |
CAp_pHX _ pDPHX

. CYAHBF_ 9FpfFBBF_C?L
CApb_wtpHNI

umpF _  naF

OFU_wtpHANFIOF_ UT H bIOF

-~ COAP_MFATIOF _ c3p _«
wTOO0 _ an

eT O] Y3KF &

. c?2p_clBbfFb _ OCFA_ pt+
pHt IOF _ ¢c?2p _cfl-

MWPpF T, -~ C2b .

6KCAK_ c3Ip_ ¢

F p ¥t

ClFp _c?2p_ 6DbFcC
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Cluster 19

Cluster 20

Cluster 21

Cluster 22

Cluster 23

Cluster 24

Cluster 0

Cluster 1

Cluster 2

Cluster 3

Cluster 4

2182

2195

2045

1597

2729

631

1929

2264

11816

962

2754

eT O oYFm

-~ WUFyAK_c3pbcI3fe SPA WL F y SAH
WLFy AK

Hmy A8 _ wyr O NTKOF NMmZC c3Ip
wh T

wYy A3 _ c?p_ busB_. W WOy nt 1\

_CcHAKkbF _c?2p_cHAKkuyuF_  wTtpHATIOF

HTCYyYIOF c¢c?3p_oCs oYFm

Translation

Cars, Rental, RenCar, Dubai_Dubai, Luxury, = Rent luxury cars in
cars, RenCars_Dubai Dubai

Airport, Dubai _Airport, International, Dubai_  Dubai International
International, benevolence, year, Internationa Airport

Dubai _Airport ,My family

_Dubai, benevolence Dubai

Dubai Unclear
taxi, soon, the bird, and Ajman, head, Flying taxi service in
Flying_taxi Dubai

Hotels, Dubai_hotels, world, center, london, = Unclear

hosts, Dubai_ hosts
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Cluster 5

Cluster 6

Cluster 7

Cluster 8

Cluster 9

Cluster 10

Cluster 11

Cluster 12

Cluster 13

1316

1075

1539

1256

2429

2203

3015

1603

2245

Courts, Duba_Courts, Economic, Unclear
Dubai_Economic, Smart, Launches, GITEX,

GITEX_Dubai

Market, market_Dubai, billion, projects, Dubai Financial Market
financial, Dubai _ Mali

sale, apartments, real estate, sale _Dubai, Real estates for sale an
Dubai_, apartments ,apartments_and_ vileal ownership in Dubai
estate_sale, real estate_sale Dubai
,apartments_and_villas_owenership

Channel, Dubai_channel, zaman,dubai, zamal Dubaichannels and its
sama, Sama_Dubai, TV, program, TV_Dubai,l programs

Noor, Noor_Dubai

UAE, UAE_Dubai, Suadi Arabia, Dubai_UAE, Unclear

Abu Dhabi, Dubai Abu Dhabi, Suadi Arabia_

Dubai
Allah, finish, place, go Unclear
Saudi Arabia, Riyadh, Qatar, QatBubai, Unclear

Kuwait ,Saudi Arabia_Qatar

Company, Youth, Crown ,Prince, Dubai_Crow Unclear
Prince, Youth, Dubai,Dubai _council, month ,

room

Bahrain, Dubai _and _Bahrain Unclear
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Cluster 14 1406 City, Taxi,Duba__ CityFlight, Air, Bird, Flying taxi service in

Dubai_Taxi, Experiment, Dubai_Test, Dubai
Duba_Air_Taxi
Cluster 15 1194 Allah, Government, Dubai_Government, Duba Unclear
Allah, Ya Allah
Cluster 16 1993 Amal, Dubai, Dubai _support, Amal_Dubai Amal Initiative in Dubai
support
Cluster 17 2373 Emirates Unclear
Cluster 18 2425 Mohammed, city, living, ruler, home, SheikhMohammed bin
Dubai_ruler, Rashid Rashid Ruler of Dubai
Cluster 19 2182 Bahrain Unclear
Cluster 20 2195 Police, Dubai _PoliceChallenge, Dubai Fitness Challenge

Dubai_Challenge, Dubai, Fitness, Dubai_
Fitness_ Challenge
Cluster 21 2045 Municipality, Dubai _Municipality, Roads, Dubai Municipality

Dubai _Roads, Project, International, Million,

Institution

Cluster 22 1597 Mall, Dubai _ Mal, Hotel, Burj, Jeddah, Famousbuildings in
Mall_Dubai, Khalifa Dubai

Cluster 23 2729 Shabab, Al Ahli, Al Ahly_Dubai, UAE and Saudi Arabia
Shabab_Alahly_Dubai, Al Ahli match

Cluster 24 631 Without, video, Dubai_ hotel, Dubai_ hotel Unclear
_video
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From table B, there are 3 topics extracted? of the topics are extracted twic®12 various

topics are extracted. There are four topggracted in experiment 1 and@enerally there

areeightnew topicsextracted in experime@when increasing number of clust&om 10 to

25.The following are exaples of8 topics which ar@bout dF H € HDF 1 _IOFOMECBF ©mPp
M U Y TCCHRZPCj6bbF € y.C KPP © QF CIOE Bh I HF sciSfh w® €
WO yon? [gEFagOexi/sarvice in Dubalhubai Internationafirport, Dubai Financial

Market, Dubai channels and its prograeeikhnMohammed bin Rashid Ruler of Dubai

Dubai Fitness ChallengB®ubai Municipalityand Famous Dubai landmajks

Thereare som@roblensin the efficiency of the methodsused but di dndt aff ec
the resultsuch as theame word writtetwice by usingN-gramex:c 3 p (DubaipDubai).

Another problem that some of thegdam tdkens are the samleut they are in reverse order

suchas dF pfrF B b F _ ¢ ®WBAE_Dubay Pub8i RUAE)easé&wo tokens must be

written only oncethey arecarrying the same meaningut they are written twicevith
differentweights0.119 and @. 0. Burthermore, onef the most important eventsissed to

be extracted as a topic, whialasc 3 pE bta@ITFIX in Dubai). Despite thak bl 3(@1FIX)
mentioned in cluster % was missed to be a topilcie toseveral tokenthat talks about

different topics.

Table 14reveals some examples aboutOm C HOF(DubaBifgerngtign&Asport). Although
there are some exampl es,tdhiedn @t dtndltk adld ewctt

themain topic, whichaboutc KOm C HDR(DutePfternationahirport).

Tablel4: Examples of tweets in cluster2, k=25
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Examples of tweets in clust2iin Arabic

Examples of tweets in clust2rin English

N paBFCbHIOF 2 # eax AOf K]

BpIAY_O9Ne# _hipdId@BdvI4jESXS

Dubai International Airport seal today in
conjunction with # National Day

Thanks Enirates AFBid # together_forever

201 DT> IOF
https://t.co/FMr9Duxpbl

https://t.co/GHZpANNU37

https://t.co/Jdv54jzS
UNl m wBMbe Xt lg| They blame us in our love for the Emirati
v | government and people
DZ
WPXBIY cI3p pFAB c¢cT AT
c x A M HOF| See their reception for Saudi Airlines flights at
Dubai Airport on the occasin of National Day
JX bYTY w4d?F B @bl Ad Dubai Culture announces the launch of the best

script competitio for the year of good 2017

https://t.co/FMr9Duxpbl https://t.co/GHZpAnNU37

c 2p v otgx/co/ISgyuRUKKT

My f ami | yhttpB/lt.coASqyuRIKKT

Table b reveals examples about the topi& p

¢ Tc O REV@EFtaxy seise in

Dubai). This topic extracted twice under the same topic in cluster 3 and cluster 14.

Tablel5: Examples of tweets in cluster 3 and cluster 14, k=25

Examples of tweets in clust&rand

clusterl4in Arabic

Examples of tweets in clust8rand cluster

14in English

p HHEMCY T F138TX2310 € F3lp H

https://t.co/ecMinKbOYO0

Flying Taxi X2 by 18 Helicopter in Dubai Soon ..

Video and Photokttps://t.co/ecMinKbOYO
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wy 3T Oth wdAcp bmY pOft

In the presence of Hamdan bin Mohammed .. Dut

#oH 1T IOF he¢ £ ppB o |

FOt oAF | wipCyxU OB dH| Roads conducts the first pilot flight for the «Air Ta

c 3| self-driving» near Jumeirah Beach Park in # Dubg

# pt IOF cl bF g A wy 3T Ot K #Dubai: Hamdan bin Mohammed attends the first
6 OF NTKOF ¢ T i1 K H| pilot flight for the selfdriving air taxi, the first of its

kind in the world

#Account Taxi https://t.col...

OQKRF U4 aomMC3 O6KF NIKOF ¢

AlArabiya https://t.cd

1 Video: Dubai tests the world's first taxis without a

captain via AlArabiya https://t.co/

Majority of the examples are talking abale same topic iboth cluster 3 and clustéd.

Thesewo clusters must benecluster, but they are separated, when theyoamed into one

cluster, they will form 1406+9622,368 tweets.

For table B, the main topic about c KO ) FulsaHFbancial Market)As it shown all of

the examples are related to thain topic

Tablel6: Examples of tweets in cluster 6, k=25

Examples of tweets in clustéin Arabic

Examples of tweets in clustéin English

wy IOF r OF ®FpmMylO c3 AHH
b veBOkerRIOS a F 3

https://t.co/ByunjUA2m ¢é TCO 1 HOF

Advanced technologies offered by Emirates NBD
Securities via the eBrokerPLUS Trading System

Learn more ..https://t.co/k8yunjUA2m

cCcTHBbF PFHBY dbMFC3IHO ¢

bvid# c Tc P it nH peHr G-y Bk

https://t.co/D96tzPZpt

A stand with financial analysis and daily monitorir
of the UAE's stock market trading comes daily to |

Sama_dpi #Trading tits://t.co/D96tzPZpt;
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AMLAK : clOF 1 IOF ¢ 2p @®H B | The most active companies in the Dubai Financia
N Y8lp B% 70AIRANMZ 3% 818Y Market today were: AMLAK gained 3.85%,

%2 . 4 ALRAMZ gained 3.70%, DSI gained 2.43%

c9p# ¢T HY9FpfF UYNIKOF# WF | What are the # major projects that revitalize the #

https://t.co/zbtoh4gJgL https://t.co/Wr9eYnOZ{ Real Estate sector in Dubai #?

https://t.co/zbtoh4gJgL https://t.co/Wr9eYnOZoT

To learn more laout examplesbout theopicc 3p dY9F H 3 L ¢Dmdailimnnelsanddp d9F
its programsjablel17illustrates some exampleBhe topic was easy to extract as thelDIF

gave the right weight for the tokeand Kmean successfully to cluster these tokens in one

cluster.

Tablel7: Examples of tweets in cluster 8, k=25

Examples of tweets in clust8in Arabic | Examples of tweets in clust@in English

Wr3U nAK 6bf /1B AaH bk | The mostrecent before live broadgasinutes and

https://t.co/0t9PjpQOC & F B €F kK 6 B | we will be together on Dubdirst channel on

progam called HASH MAL ...

https://t.co/fOt9PjpQOC

WM _ o H A 1Y #program howo do this
. WpFyTlOF c|Whatisthe secret of the airbag in the car?

https://t.co/mzygXNetRY ¢ 9 p _ p H| On the channel # Noor_Dubai

https://t.co/mzygXNetRY

WedF Us cxCl c¢c?2p Fr Bl lwaswatching the program of the family in the
Kp Cyb M CTHIIOF byl Sama Dubathannel caught my attention a womar,

F n KO F k [ talk about her mother arsthe isthe mother of
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photographey Sheikh AlSwaid and how his

daughters and grandchildrenpport her

EAte 459U eB FTF blj OBl § The historical series # The Arab Councils and the]
AOFBC_c3p# 3yr t OF e § mostbeautiful storieBom the heart othe board #

https://t.co/fAqJpUQ7FK Haroon_ Al Rashed comes to you on the channel ¢

beautifultime # Dubaizaman

https://t.co/fAqJpUQ7Fk

The next topidsaboutc 2p 6 bf ¢ eCySke@R MoRRam@ad pim Rashid Ruler of
Dubai). Examples of this topghown in tablel8. All of the examples talks about H H

Sheikh Mohammed bin Rashid Ruler of Dubai and his achievements in Dubai.

Tablel8: Examples of tweets in cluster 18, k=25

Examples of tweets in clust&Bin Arabic | Examples of tweets in clust&Bin English

ctOMCIKOF JOr bé¢ér KOF wTF | The announcement of the selection of Dubai city
ClFp e?® Cr j B2 00ZHOrr KO d host International Space Conference in 2020, anc

https://t.co/hQXdDuUKFRb é F 1| welcome speech to the Mohammed bin Rashid

Center for ..https://t.co/hQXdDuKFRb

pH> ¢T CTCTtTIF 623IF WV Mohammed bin Rashid reviews the progress of tt
¢ Ftips://it.co/®@7sLD78F7 new tower project in Dubai Creek

https://t.co/d07sLD78F7

oBFI3IOF 6yl CONbm un2OY Mohammed bin Rashid: # UAE makes joy and
cIIp # hBpp://t.pofnsgCEShXh promotes tolerance values https://t.co/fmsgC6Sh

https://t.co/kwpeEnFdX3 # News_dpi # Dubai https://t.co/kwpeEnFdX3
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CTnfF Kpwm n3Yyc c 2p

_~aFJcwF EX}IO eyc eyr

https://t.co/lIWTAVXvPk3

His Highness Sheikh Mohammed bin Rashid Al

Maktoum, Ruler of Dubai May God protect him, a
sponsored him said tmeautiful verses depicting hig
situation with the Allah when he was wearing lhra

https://t.co/lIWTAVXvPkK3

One of the topic elicitetom k =25 wasy L1 f y A KDulwai3-finegs Challgngshown in

table19. This topic collected as last phase of collecting data eéaeptempef017 and

continued to 50ctober 2017. As a resulthesetweets collected in October where Dubai

Fitness Challenge occurred in 20ctober until 18 November.

Tablel9: Examples of tweets in cluster 20, k=25

Examples of tweets in clusted ih Arabic

Examples of tweets in cluste® ih English

OYr T 088 3 BYF y A0
https://t.co/Cktn14W37n #Dubai30x3

https://t.co/YOnq66HU9T|

Participate in the Dubai Fitness Challenge from 2
October to 18 November https://t.co/Cktn14W37n

Dubai30x30https://t.co/YNNg66HU9T

WYFAK c3p pCj b apF XAl

DubaB0x30 https://t.co/jJtHveruk#

HH Sheikh Hamdan Bin Mohammed Al Maktoum

launchedubai Fitness Challenge

# Dubai30x3hitps://t.co/jJtH7verul

CrijB_e? _nFCrc# eyl H

F B3HOTWC r30 " WyF /5 b

https://t.co/jhZNS4FdL & Y IOF

pC

To make # Dubai the most active city .. Sheikh #
Hamdan_Ben_Mahamad launch®gbai Fitness
Challenge30 minutes for 30 days

Watch the ..https://t.co/hZNS14FdL
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TwbpfrlrAK FnbFpFpF

Wy x C 3 IOF 2 UpHPRAKFTIO e

M

Hamdan Bin Mohammed: | challenge Dubai Poli
with all its departments to participate in Dubai

Fitness Challenge starting from 20 ...

The topic which talks abowt 3 p (Dwpai®/idrigcipality) explairs with more examples in

table 20 One of the examples shown in the table below that the main topic of itSteilkh

Mohammed Bin Zayed Road, which is also consider one dtiai Municipality

responsibility.Therefore, all of the examples are talks about Dubai Municipality.

Table20:Examples of tweets in cluster 21, k=25

Examples of tweets in clustet ih Arabic

Examples of tweets in clustet ih English

a F mtgs://t.co/ugdFFXB4T4

Wyt phbdA3 aB ACFp>3OF p Tt p| Mymapis an electronic system for the issuance ¢
WApPpF3F ndAK b wmHbc HOF| renewal of maps from Dubai Municipality, which
wT J1 U allows land holders to obtain tineap of the site.
htt p|https..
"UF | KOF ppF T YHH Dubai Roads' launches the 'Young Leadership D¢

initiative https://t.co/lug4dFFXB4T4 # WAM

# WppUKOF pBHBT pN3 dFprF
npotob ¥F 3 wT B IOF JEKOR HFT pU
WATCHKF >3 Mk

# Dubai Police: fog on the street # Emirates after
power bridge and on Sheikh Mohammed Bin Zayy
Road after the international village in the directior

to # Abu Dhabi Please be eful.

"K 3Ol B@MiFED Uy PO ATD Mt D
A1) ak p6o0 OfinyT 57 el

https://t.co/6rT5Ajsv0a

Dubai Al-Qabida appoints "Al Qalda" as a
contracting partner for the "Pulse" residential proj
with a contract worth 600 million dirhams (1/2)

https://t.co/6rT5Ajsv0a
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One of the trending topics about Dubai talks atg@y n | FOfFanw @ [buildingip 3 B
Dubai). Cluster 22 provide this topic, whi@xplaned in more details in table 2Although
there are some examplaenot related to the main topic directly, still the main idea about the

Famous buildings in Dub&@verwhelmed over thether topics.

Table21: Examples of tweets in cluster 22, k=25

Examples of tweets in cluste? th Arabic | Examples of tweets in cluste? th English

bXbbpF K Luxury villas in Dubai Heartland

akpp5 agver Starting from AED 5 million

Luxury apartments
Wp > yap

Starting from 750 thousand dirhams
akpp _PHBE

3a 4

3 km

Burj Khalifa, Dubai Mall and Dubai Water Channe
wtT CFBIOF c¢c32p WF

cAK pT1Mh @DPO @A sk The information is beautiful but the shape of Burj

https://t.co/VxMw3yQxo3 | Dubai has changed on me !!

https://t.co/VXMw3yQxo3

8 Ymx c BbKF t whp| Nightmage of Burj Khalifa Tower
# Technology # Burj Khalifa # Dubai

#c b # wY whesd/Bep/MIgagvplwm | https://t.co/mipagvplwm

NtFpe Y9FMm &1 2Ab 50| Who are keen to suggest applicable and available
. Wp/| titles.
ajpt# c 3p _ wi B [ #University of Sharjah # University of Dubai #

https://t.co/b5yYuCfDgF | Jeddah ..https://t.co/b5SyYuCfDgF
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4.2.4 Experiment4

In thisexperimentadditional k will be added to the experiment to discover if there any lowest
point for Davies Bouldinndexthan k=2 .Therefore, ifigurel4,k is expanded from K&5to

k=31.As it shown from the chart the lowest point was k=2 with DB$©8333. However,

after adding k=26, 27,28,29,30 and 31, theonteindicates thak=30 has the lowest DBI

with 4.85883%nd it isset to behe optimal k Then, DBI return to increase when3=

When k=29 ,DBI=b , whi ch will not c OBIgavedthtesresdts t h e
because 28 clusters in k=29 are empty , which means dlidte6t have any t wee
cluster had all of the tweets which equab¥®173 Therefore, results of DBI gave infinity

value, but the maireason of the strange behavilbat makes thisveets distribute over one

cluster is still vague.

Davies Bouldin Index
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Davies Bouldin Index

Figurel4: Davies Bouldin Index after adding k from 26 to 31
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The following table will llustratek= 30 with more details as it nosarrythe best value for k.
Unclear topis and redundant topsavill not be displayed in table22soonly new topis will

be displayed and explained.

Table22: Result®f k =30

Top terms Topic extracted

Cluster 1L 728 _ nW3TCB_pPF93F _ cj OF_ Syndr c-

¢jWOF_pFp_c?3p _ Sy/b_

FyxCc
Cluster 11 728 City, live, homegchoose, city_live Select Dubai to live

neighborhoodsselect city, house_alhay,
dubai_housgselectcity_live,

dubai_house_alhayvorld pearl

From table 2, the only one topielicited from k= 30whichisSy 1A c¢ BoelecuppuaiCB O 2
to live). Some of the wordsuch as w3 m Q&g dhdhcity) wherenentioredin k=25,

cluster 18 butthere are more wordbat carry different topgin the same cluster, which

make it difficult to be elicitedhis topic.Thereweretwo topicsclusteredwice which was

aboutwyT p H N1 IOF v 2FpF pcpTe uwilFy SAlffeal@bqmms fol/bgleaAd@wiseispprind K

Dubai andmatch of thdJAE and Saudi Arabia).

Table23: Examples of tweets in cluster 11, k=30

Examples of tweets in clustgl in Arabic | Examples of tweets in clustéf in English
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FATT FwmI TNbHK Fx3m4AL Youhave given us a home to live in; we offer you
#0 AMIOF _a M T Bitps//Bdo/ROpivMF0 our hearts to live in
#happy_DubaiNational Day (SA)

https://t.co/ROpiwIMH{fO

C3p ccHlOF pFp F xg Further progress and prospegrior our Dubai

p3>F @ KF B @ DubaiPearl of thevorld and the lovevithout end

MTi ntomt FATT gamMmbBT Programmeansked about new countries wishing t(

-

i T b m 1 B IORts:/kt.ca/eUjVe7ESR | Settle the tour, so he chose Dubai and Saudi Arat

https://t.co/eUjSVdrSR

From table 23it seems that increasing k more than 30 , will not generate more new topics
because it only produce one topic in k=BBere are 13 topics extracted from both k=88 a
k=30.0ne of the 13 topicsxtracted twice from k=25 jsiowever, 2 topics from 13 topics of
k=30 are repeated twicBecausé&=30 generatd only one new topic and it waptimal k
extracted from Davies@ildin Index andvhen k=40, DBI again shows restfli like results

gain from k=29k will not be incremented more

4.2.5 Experiment 5

This expeiment intend to highlight the significancefilter Tokens (by Regio® oper at or
which used as a preprocessing operattwd&up for the toker FDubai)in specific range
Experiments conducted without usin-ilter Tokens (by Regio®) oper at asup whi ¢ h
operatorimfi Pr oc e s s Do caut naeon tospuefalrabtime rebt operatorsmain the
sameas in section 3.7 RabidMiner Implementation. This experiment intelndsatice if this

operator makedifferences to the results collected from internal evaluat®esultsshown in
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table 250nly 3 internal evaluation techniques because SSE requiresé¢osit of sequential

number of clustert find Elbow but in this experiment only three clusters chosen due to the

time limitation.DBI, average within centroids and Gini Coeffeciarg givingbetter result

when their valugaret he | owest . As a resul tEFilterfTokensn t ab |l
(by Regionp operator was better t hditerTokessydyt gai n
Regionp o0 p eagimtabte25DBlresu | t s f r FKlter Takens (bygRediom)operator

shows lower results in all k with high difference such as whehkinin table 24 DBl was

7.3 which is approxi mat el y FitarTokehs (byRegiod) t gai
operator in k= 25 with DBI=7.8&urthermore, average withcentroid in table 24vhen k=10

achieved lower resultsith 0.85thanin table 25which was 0.94. Additionally, Gini

Coefficient when it goes to@bjects are distributed equallythe clusterFrom table 24, the

results collected indicated lower value oh3Coefficient than results collected from table 25.

Table24: Results with using Filter Tokens (by Region)

Davies Buldin Index  Avg within centroid Gini coefficient

7.316437871431515 0.8501007585224688  0.9999495197027088 10

5.392540137252953 0.788544693558449 0.9998659574997879 25

4.858839448798699 0.7832210844553535 0.999807819903459 30

Table25: Results without using Filter Tokens (by Region)

Davies Buldin Index  Avg within centroid Gini coefficient

9.799170603766306 0.9498353111258042  0.9999595668838744 10
7.858870342420824 0.9091595630346907 | 0.9999219515050107 25

6.884614864072552 0.8954044861597665  0.9998797134696992 30
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4.3 Discover trending topics in four monthsaboutc 3 p

This partfocus to read about what people interesting to tweet abdgEubai in four

months that the data collected on. Four months are April, July, Septemt@ctabér.These
months was t&heintended month to caluct experiment Althoughntendedperiod to collect
datawaseach two months, but dueftl in computer systerwhile collecting data new
personalaptop bought to collect dat@iable26 summarize size of data before and after

scrubbing.

Table26: size of datdbefore and after scrubbing for each month

Month Original data size Size after scrubbing
‘Apil 578 3516

July 12136 7906

September 44534 27438

October 31390 18313

Prune methodology applies for these data starts from 20 to 50000 because these data is
smaller than it is as one set. All of the methodology applies to the data described in section
3.7 also applies to these data. Number of clusters conducted on thisnexpevas k= 2, k=

10 and k=25Because of the time limitatiaonly these 3 differarclustergested this
experimentand because wheastinglargenumber of k from k=2 to k=25t tooks about one
month to show the final results of evaluas@md topic &tracted In this experiment,dur

internal evaluation applied to each data. The results from internal evaluation shown are not
clear for April and July. Howevergptember and October illustratedormative and clear

results byusing evaluation techniqu2avies Bouldin Indexasit shownin table27.
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Table27: Results of DBh September and October

September October

Davies Bouldin Davies Bouldin K
5.516363547918373 4.02107926284097 2
7.42934466493562 6.773408170494578 10
5.6972029670779705 5.122710234849795 25

The results summarized that DBI in September and October agreed about that best k=2 when
DBl is the lowest value. As an overall, When the data was one set, the best value for DBI was
k= 2, which is similar to the results collected from September and Octdbigough the

result showshat the optimaValue of k is equal to 2, but this cluster will not give us more

topics about these months. Therefore, k=10 will be selected to form more trending topics
aboutc FPubai). Moreover, k= 25 not choserbause @ame of the data set such as data of

April and July when k=25DBI= infinity and average within centrowithout resultsAs a
result,while increasing data more some of the clustbisvs empty tweets, so k= 10 will be

explained to show topics.

Table28: Topics of k= for each month

Month Size Top terms Topic extracted

0)j

Cluster 2 April 53 _FBPMFIKF _ win WNeF 3 C
wNCF3_Cylslib . u FBDI

WNCF Cylsrl
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Cluster5 April 74

Cluster 8 July 681

Cluster 9 September 1334

M_nAKyuF | nAKuUF C2Ap wKmy

H odn3b _ cr IOfFJ nAKuy
nAKuF _c?2p . c3p._

2P . pFyfAde _PFTr Y3 c2b ¢
CRN

_ 4 UFOB _ XATb_ 4 LUFOr IOF

UFOr OF _ ¢ bmIOF, C bj

- Translation

Cluster2 = April 53

Cluster5 = April 74

Cluster 8 July 681

Cluster 9 September 1334

Table28identifiesfouri nt er es t i

Host, Dubai _ Host, Seller, Shawarma, Dubai hosts
Alshawarma_seller, Hosts_seller, Hosts_ shawarma seller
Alshawarma _seller, Dubai_hosts_seller
Global_picture, splendor,top, top_and A picture showing
_singularity, top_and _singularity _global, the splendor of
shows, shows_ splendor , shows_ splendi Dubai from the top
_Dubai.

half, Receiving, Investment, Dubailnvestment
Dubai_Investment, billion, DubaiReceives

Dubai Police, Launching, Dubai_English, DubaiPolice
Monitor, Smart, Police_dpi, Street, Smart, Launches
Observer Intelligent

Controller

ng topics that wasnot

set. The new interesting topidsscoveedin 3 months except i@ctoberwere all of theopics
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extracted from Octobere explained before. The newtapice _ F B p MF | FOF wWACF D
c bMIOF 4 UFOr OF XAlNb ¢ 32p wA O I (Dubkai lossshagvggmax 3 HF _
seller, a picture showing the splendor of Dubai from the top, Dubai Investment and Dubai

Police Launches Intelligent Controllddn c | ear t opi cs and redundan

the table above.

Chapter 5

5. Conclusion and Future Work

Final decision and comments will be summatizethis chapter. In addition to that, future

works will beaddressed

5.1 Conclusion

Twitter is a huge data bank that estabhghvesearchson it, conducting variety of text
mining techniques is eomplicatedask due tdahechallenges in analyzing Arablanguage.
In this papercollecting tokens abowt FPubai) to elicit interestingppics by clustering

tokens with kmean algorithm and measuring distance between each tweet with cosine
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similarity. After this the quality of the collected cluster evaluated by internal evaluation and

evaluationdone by conducting several experimentebservalifferent results.

Although in this paper additional stopwords applied to remove stopwords that are not
mentoned in Filter stopwords operator, some ofsthetopwords weneot removed and
considered one of the highest frequency tokens suklfaasl). Therefore, traditional

preprocessing didnodét perform their tasks t

Moreover K-mean algorithnsuccessfully extracted tweets into different tgplwowever it

wastime consumingvhere for 93,850 tweets it todkmonth to extradiopicsfor k from 2 to

k=25. This model was successfully discogdtrending topics abowt F[pubai)where there

were 13various topics extracted from 4 experime@sme of the main topavere WF p F 3 B
c?2p ¢T OCFTWF clBbFglOF wBC> ™M 6KACEAD Samip 3BY
Arabia match, Dubai fitness challenge, Amal Initiative in Dubai agohéltaxi service in

Dubal).

Results shows that while increasing number of k, more topic extracted , but when k reached to
30, where it set to be the optimal number of k because only one new topic extracted from

k=30, incremating number of k stopped here

Furthermore, interndleuristic evaluation failed to agraboutthe optimal number of k where
only Davies Bouldin Index shows that beskbut otheinternal heuristis evaluationfailed
to set best value of k. Empirical tebased ombservingndicates that the best number of

k=30.

There is an experiment conducted to chaftictiveof Filter Tokens (by Regiorgperator in
the quality of the clusters extracted by observing results from four internal evaluation

techniques. Results from this expnent assure the effectiveness of using Filter Tokens (by
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Region) operator in increasing quality of the clusters. WbB& average within centroids

and Gini Coeffecient gave better results when their values are the lower than the results

gained from wihout usingFilter Tokens (by Region) operatétt.o we ver , SSE di dn«
clear results because it need sequential number of cluster tdbiod Bnd thisexperiment

conducted only in 3 number of clusters

Internal evaluation techniques also applies tadttaset classdd by month of collecting
data. The outcome shows results obtaime8eptember and Octobley usingDBI, where

best k =2, which issimilar to the results dDBI when the data was 93,850 examples as one
set. There were four new top@xtracted from April, July and September except October
there is no new topic found in @neof the mosinteresting topicselicited on Septembewas

c bM4QEIFO X @ A fulmaiFPplice Launches Intelligent Controller)

5.2 Future Work

This studycould be expanded to find trending topics through the other social networks by following

similar stepsuch asrsiagram.

Further research could be done by usimgof detect outlier operatsirin RabidMineias

preprocessing stePetect outlier operatoi@e Detect Outlier (Distance®)etect Outlier (Dinsities),

Detect Outlier (LOF) and Detect Outlier (COFheseoperatos intended to find outlier(tweets)
fromtheclustertd i | t er t opi ¢cs t hlavas stadyieghesd opesatoratolindude t o o't
themin the experimentbut due to the time limitationsaim todo it inthefuture to find if this

operator will arise quality of the cluster or not.

This experiment could be conducted in another filed such as digital itsesshrabic words
ic @p coul d be r epl atha policekwantaorsgarclhoabdiitesicouldmelp d s
police to view some crimes in digital forensics. For example, if there is any abuse to

somebody by using unethical wor@s)ice could find thefirst person who initiate this word
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about otherThe methodology will find all of the tweets which talk about thisassioien

maybe by clustering the tweetgended usewill be found,who first wrote the word.

Following up with an issue dkrroristsandattempting to sow strife among public, police

could use same methodology to filter out these tweets. Besides, police could know people
from their accounts, could use | ocation f ea
movements and could reatge first person who lunched the tweet. Accordingly, police can

reprimand those people, setting fines or catching them
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