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observed that as the value of the horizon increases the average payoff increases (i.e. the algorithm 

performs better in both network structures and tested games). This is mainly because, as the 

horizon increase, each agent will have access to more information (i.e. previous actions and rewards) 

about other agents which will greatly help in the learning process leading to better performance. 

Also, it is observed that as the number of learning groups increases the coordinated Q-learning 

algorithm converges faster in both network structures and in both tested games. A reasonable 

justification is that the distribution property leads to a large saving of the computation complexity 

of the policy space which results in decreasing the time required for both agents to learn and 

algorithm to converge. The following sub-section demonstrates an illustrative comparison between 

the performance of both Original and Coordinated Q-learning algorithms. Also, the standard 

deviation is computed for each case and its value is so small (under 0.03) to be illustrated. 

 
Figure 4.6: The Average Payoff against the number of delegate agents in the Coordinated Q-

learning algorithm when playing the iterated prisoner’s dilemma 

 

4.2.4 Illustrative comparison between learning algorithms 

Figure 4.7 illustrates a comparison of the global performance of both learning algorithms when 

playing the coordination game. It is clearly observed that the coordinated Q-learning algorithm 

outperforms the original Q-learning algorithm slightly in the coordination game. In order to 
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investigate if this result is affected by the exploration rate value ℇ, smaller values of the exploration 

rate are used. Figure 4.8 and 4.9 represent the global performance of both algorithms when the 

exploration rate ℇ is set to 0.01 and 0.001 respectively. It is clear that as the exploration rate 

decreases the difference in the performance between both learning algorithm increases in which the 

coordinated Q-learning outperforms the original Q-learning algorithm. Figure 4.10 illustrates a 

comparison of the global performance between both algorithms when playing the iterated 

prisoner’s dilemma. It is clearly shown that the coordinated Q-learning algorithm outperforms the 

original Q-learning algorithm significantly even when the exploration rate is set to 0.1 and the 

distance between the values of the performance of both algorithms will keep on increasing as the 

exploration rate decreases. 

 

 

Figure 4.7: A comparison of the performance of the original and coordinated Q-learning algorithms 
when playing the coordination game with exploration rate ℇ = 0.1 
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Figure 4.8: A comparison of the performance of the original and coordinated Q-learning algorithms 
when playing the coordination game with exploration rate ℇ = 0.01 

 

 

Figure 4.9: A comparison of the performance of the original and coordinated Q-learning algorithms 
when playing the coordination game with exploration rate ℇ = 0.001 
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Figure 4.10: A comparison of the performance of the original and coordinated Q-learning 
algorithms when playing the iterated prisoner’s dilemma with exploration rate ℇ = 0.1  

 

4.3 Experiments Summary  

Several critical characteristics of the coordinated Q-learning algorithm have been discovered. Firstly, 

we found that, unlike the original Q-learning algorithm, the performance of the coordinated 

algorithm is not affected by both random and scale-free network structures (i.e. the coordination 

approach is robust against the tested network structures). Secondly, the coordinated Q-learning 

algorithm outperforms the original Q-learning algorithm slightly in the coordination game and 

significantly in the iterated prisoner’s dilemma game and, as the exploration rate value decreases, the 

difference of the performance between both algorithms increases in which the coordinated Q-

learning algorithm converges faster and outperforms the original algorithm. This is mainly due to 

the distribution and communication property of the coordinated Q-learning algorithm. Thirdly, the 

number of delegate agents and the horizon are found to be very important parameters that can affect 

the speed of convergence and the global performance of the coordinated algorithm respectively. 

When the value of the horizon increases, the coordinated algorithm performs better and when the 

number of delegate agents increases, the coordinated algorithm converges faster. Finally, we can 

answer the thesis research questions now that we achieved the previous results: 
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- Does the coordinated Q-learning approach help in improving the performance of multi-
agent learning algorithms in networks when applied in two-player two-action 
cooperative/semi-cooperative games?  

Based on the conducted experiments, the coordinated Q-learning approach demonstrates a 
superior performance in cooperative and semi-cooperative two-player two-action games in 
networks. 

- Is the performance of the coordinated Q-learning approach affected by different network 
structures such as random and scale-free networks? 

 Based on the experimental results, the performance of the coordination approach is not affected by 
random and scale-free networks. 

- Is there a simple grouping methodology to cluster agents in a network automatically? Can 
such methodology ensure cycle-free clustering? 

 Yes, the proposed grouping methodology in this thesis automatically clusters agents in both 
random and scale-free networks and ensures cycle-free grouping. 

- Is the performance of the coordinated Q-learning approach affected by some of its 
parameters?  

Based on the conducted experiments, the performance of the coordination approach is affected by 
both horizon value and the number of learning groups of agents.  

 

4.4 Generalizing the Coordination Approach 

We thought of generalizing the coordinated approach by adding one more level of a new delegate 

agent, called super delegate agent, to be placed on top of other delegate agents and learn on behalf of 

them in the same manner delegate agents used to learn on behalf of agents in their group (see Figure 

4.11). However, in this generalization there are two ways to use the super delegate agent: it will 

either learn on behalf of delegate agents who learn on behalf of agents in their groups only when it is 

needed, or it will learn on behalf of delegate agents and give them instructions about what to send to 

their agents. In the second way, the super delegate agent is the only one who has a Q-table since 

both agents and delegate agents will not learn.   
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We realized that in either ways the convergence will be slower than in the current coordination 

approach since the distribution property is reduced and both of the time needed to converge and the 

computational complexity of the policy space are increased. Therefore, it is better not to generalize 

the coordination approach by adding a super delegate agent who will learn on behalf of both 

delegate agents and normal agents. We are currently investigating other possible ways to further 

enhance the performance of the coordination approach. 

 

 

 
Figure 4.11: A Generalized form of the Coordination Approach 
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Chapter 5  

Conclusion and Future Work 
 

This chapter concludes the work done in this thesis and discusses a set of possible works that can be 

carried out in the future.  

5.1 Conclusion 

This thesis attempts to study and analyze the performance of one of the recent coordinated multi-

agent reinforcement learning approaches, the coordinated Q-learning approach, in cooperative and 

semi-cooperative two-player two-action games under different network structures (i.e. random and 

scale-free networks) to better understand its characteristics, strength and weakness points. Since the 

adopted coordination approach is based on distributing learning agents among a number of groups 

in which there is a delegate agent for each group that will learn in behalf of the group members and 

then using the Max-Sum algorithm, a DCOP technique, agents are allowed to communicate with 

each other during the execution time and the optimal joint action is computed, we have proposed a 

novel grouping mechanism to perform the grouping process in a way that will ensure cyclic-free 

grouping which will in turn ensure the optimality of the solution computed using the Max-Sum 

algorithm. In addition, a simulator of the tested learning algorithm, tested games and networks has 

been built using NetLogo to carry out the experiments which will evaluate the performance of the 

coordinated Q-learning algorithm and compare it with that of the original Q-learning algorithm.  

After conducting several experiments, the research questions of this thesis have been answered. 

For the first question, the coordination approach is proved to significantly enhance the 

performance of multi-agent learning algorithms when applied in two-player two-action 

cooperative/semi-cooperative games in networks. Experimental results show that the 

coordinated Q-learning algorithm significantly outperforms the original Q-learning algorithm in 

all tested games and networks in which the original Q-learning algorithm converges to Nash-
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Equilibrium, while the coordinated Q-learning algorithm converges to Pareto Optimal. This is 

mainly due to the fact that the coordinated Q-learning algorithm allows the communication 

between agents during the execution time and, unlike the original Q-learning algorithms which 

computes the local optimal joint action, computes the global optimal joint action. For the second 

research question, results show that the performance of the coordinated Q-learning algorithm, 

unlike the original Q-learning algorithm, is unaffected by the difference presented in 

random and scale-free network structures (i.e. the coordinated Q-learning algorithm is robust 

against random and scale-free networks).  

As for the third research question, a simple, yet effective, grouping methodology has been 

proposed in this thesis in which agents are automatically distributed among groups and a 

cycle-free grouping is ensured. This grouping technique ensures the optimality of the policy 

computed using the Max-Sum algorithm. Furthermore, a set of experiments have been conducted 

to check if there is any parameter that affects the performance of the coordinated Q-learning 

algorithm to answer the last question, and results show that there are two parameters which 

affect the performance of the coordinated Q-learning algorithm, the number of delegate (i.e. 

the number of groups) and the horizon value. While the number of groups affects the speed of 

convergence (in which coordinated Q-learning algorithm converges faster as the number of groups 

increases), the horizon value affects the global performance of the coordinated Q-learning 

algorithm in which the coordinated Q-learning performs better as the value of the horizon 

increases.  

Finally, an attempt to generalize the coordinated Q-learning approach by adding one more level 

of a new agent (called the super delegate agent) which learns on behalf of delegate agents is shown 

to be unnecessary. In contrast, adding such a level can be considered as an inefficient step since it 

removes the distributive feature in the current coordinated Q-learning and therefore, slows down 

the convergence of the coordination algorithm due to increasing the state space and computational 

complexity.  
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5.2 Future Work 

After achieving the previously mentioned results, several ideas can be rendered as possible works 

to be carried out in the future as an extension of this thesis. This thesis has tested the coordinated 

Q-learning algorithm in two-player two-action games; therefore, a worthwhile work to be 

conducted in the future is to test the same coordination approach in n-player n-action games. 

Another possible work to be done in the future is to apply the adopted coordination approach 

using different multi-agent learning algorithm other than the Q-learning algorithm such as one of 

the gradient ascent algorithms (e.g. IGA, GIGA-WoLF and WPL algorithms) in the same domain 

and network structures applied in this thesis and check how the coordination approach affects the 

performance of such algorithms.  

 

Furthermore, since the adopted coordination approach assumes that there is only one delegate 

agent per a group of agents, it will be interesting to carry out a work which studies and analyzes the 

effect of increasing the number of delegates per group of agents on the performance of the 

coordination algorithm. Another possible work to be carried out in the future is to study the effect 

of modifying the learning parameter values (i.e. the learning rate and the discount factor values) 

during the learning process on the performance of the coordinated Q-learning algorithm. Finally, a 

good work to be done in the future is to test the coordination approach under different network 

structures other than the ones tested in this thesis to ensure the robustness of the coordinated 

learning algorithm. 
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