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ABSTRACT

Utilizing Sentiment Analysis techniques to monitor public opinions on social media has been an
essential yet challenging task in the field of Artificial Intelligence (Al). Many studies were
conducted during the last two decades to help users tracking public sentiments about entities,
products, events, or other targets. However, these techniques focus on extracting overall
positive/negative/neutral polarity of texts without identifying the main reasons for extracted
sentiments. This thesis contributes to the very few studies that took one step ahead by developing
novel models to understand what causes sentiment changes over time. Obviously, identifying
main reasons for public reactions is valuable to decision-makers so that they can take necessary

actions in a timely manner.

To develop our approach, we first examined existing Sentiment Reason Mining methods to
identify their limitations, then we introduced our Filtered Latent Dirichlet Allocation (Filtered-
LDA) Model that overcomes major deficiencies of base methods. This model can be used for
multiple applications, including detection of new research trends from large sets of scientific
papers, discovery of hot topics on social media, comparison of customer reviews for two products
to identify their strong/weak aspects, and our focus topic of interpreting public sentiment

variations.

The Filtered-LDA Model utilizes a novel Emerging Topic Detection technique for which we
developed multiple Al frameworks. It emulates human approach for discovering new topics from
a large set of documents. A human would first skim through all old and new documents to isolate
the new ones that may contain Emerging Topics. These clustered documents are then analyzed
to identify the high-frequency emerging topics. With this simple method, the impact of clustering
errors is significantly reduced as the wrongly clustered documents do not usually contain main
keywords of high-frequency emerging topics. Furthermore, the new frameworks introduce
measures to genuinely reduce chances of detecting old topics and visualize candidate reasons

online.

Given that some social media platforms, like twitter, use short-text documents, we first compared
accuracies of state-of-the-art Sentiment Analysis classifiers to select the best performer for short-
texts. Subsequently, the selected classifier is applied on a real-life large Twitter dataset, which

includes around two million tweets, to extract positive/negative/neutral sentiments. The Filtered-



LDA Model is tested first on a Ground Truth dataset to validate that it outperforms baseline
models, then it is finally applied on the large Twitter dataset to automatically conclude main

reasons for sentiment variations
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Chapter 1 : Introduction

1.1 Research Problem

Social media platforms are certainly rich sources of public opinions on various types of topics. For
instance, successful companies persistently adapt their management decisions and choices to increase
the satisfaction index of their customers, therefor tracking response of their product consumers on
social media is an important tool for sensing market’s reaction around-the-clock. Thus, many
software applications have been made available in the market to monitor sentiments of social media
users. Such applications utilize Sentiment Analysis, which uses Artificial Intelligence techniques to

extract polarity and subjectivity of texts.

Through Sentiment Analysis, it became feasible to watch online variations of positive, negative, and
neutral sentiment levels for various types of targets, like celebrities, politicians, brand names, etc.
However, there is an obvious additional task beyond Sentiment Analysis, which is learning the main
reasons behind public sentiment variations. Currently, users of Sentiment Analysis applications need
to manually analyze available trends and dashboards to understand what causes changes to sentiment

levels.

As a result, there is a need for Sentiment Variations’ Reason Mining models to automatically
conclude possible reason candidates, which could be certain product features, manufacturing defects,
rumors, national disasters etc. However, so far, such task has been addressed by only few studies,
which suffer critical limitations. Moreover, due to such limited number of research projects, there is
a strong need for assessing existing hypothesis on identifying explicit reasons for social media’s
sentiment variations. This makes the problem of taking Sentiment Analysis to the next level - by
developing techniques that can efficiently detect sentiment variations and extract their reasons — a
real challenge. The need for tackling this tricky problem was a strong motivation for writing this
thesis.

1.2 Research Questions”

The next chapters of this thesis address the main research questions related to Sentiment Variations’
Reason Mining. To do that, some real-life datasets shall be examined to understand behaviors of
social media users when they express their opinions on various types of targets. Furthermore,
experiments shall be conducted to identify existing research gaps and building the foundation of a

new model that can overcome existing limitations. These are the main research questions:

*RQ (1) to RQ (9) are derived from the article "Alattar, F. & Shaalan, K., 2021. A Survey on Opinion
Reason Mining and Interpreting Sentiment Variations. IEEE Access, Volume 9, pp. 39636-39655".



> RQ (1) Explicit Reasons: Do most of subjective tweets explicitly indicate reasons for sentiment?

» RQ (2) Aspects: Can Aspect-Based method always capture reasons of sentiment in products and
services domains?

» RQ (3) Topic Frequency: In a sentiment variation spike, does the main reason for the spike
always have the highest topic frequency?

> RQ (4) Events: Can the Event Detection method always discover reasons for public sentiment
variations?

» RQ (5) Emerging Topic: Is Emerging Topic Detection efficient for interpreting sentiment
variations?

» RQ (6) Topic Visualization: Can Topic Visualization enhance our understanding of topic
evolution inside a document set?

» RQ (7) Sentiment Spike: Does a sentiment variation’s reason always cause a spike in the overall
sentiment level?

» RQ (8) Topic Modeling: Can conventional Topic Modeling methods help us understand reasons
for sentiment variations?

» RQ (9) Foreground-Background Topics: Can the FB-LDA Model discover Emerging Topics
within a sentiment variation period?

» RQ (10) Efficient Topic Detection Technique: How can Emerging Topics be efficiently
detected even when they are not among high-frequency topics?

» RQ (11) Sentiment Classifier for Short Texts: What is the best choice so far for classifying
sentiment on social media when domain of texts is unknown?

» RQ (12) Sentiment Reason Mining Dashboard: How to ensure that Human Machine Interface

displays Reason Candidates in a comprehensible form?

1.3 Research Objectives

The main objective of this thesis is to develop an enhanced Emerging Topic Detection Model that
can identify hot topics when two large sets of timestamped documents are compared. The model shall
be used to build a Sentiment Reason Mining framework that can interpret sentiment changes on
Twitter for any given target by the user. It shall automatically extract main reasons behind each major
sentiment variation without the need of user intervention. This thesis also aims to examine existing
Sentiment Reason Mining methods to identify main research gaps. To the best of our knowledge, this
work offers the first attempt to compare and assess existing methods through qualitative analysis and

experiments on real-life data.



1.4 Summary of Contributions

Most important contribution of this thesis is making it possible to interpret sentiment changes on
social media automatically and accurately through a novel model, called Filtered-LDA. A user would
just write a query on a social media target and set an alarm threshold for high positive/negative
sentiment variations, then the system automatically tracks actual changes online and extracts their
reason candidates. The new model can be used for multiple applications, wherein emerging topics

shall be detected in a large set of timestamped documents.
Other main contributions can be summarized as follows:

e Create transparency on existing main Sentiment Reason Mining methods. To the best of our
knowledge, this thesis presents the first survey that attempts to investigate existing methods
of both Sentiment Reasoning and Sentiment Variations’ Reasoning tasks.

e Find main research gaps in the related studies by applying them on real-life data.

e Compare state-of-the-art Sentiment Analysis classifiers on social media when Machine
Learning training domains are different from testing domains.

e Develop mechanisms to enhance performance of Topic Models for tracking topics over time.
Multiple frameworks are proposed to implement these mechanisms.

1.5 Thesis Outline

This thesis starts with a qualitative review of existing methods, followed by testing main Sentiment
Variations’ Reason Mining methods. Afterwards, a model is designed to tackle existing challenges.
To select the right Sentiment Analysis tool for the new model, a comparison is then conducted for

main classifiers. Subsequently, the proposed new technique is applied on a real-life large dataset.

Chapter 2 explains the importance of the Sentiment Reason Mining task and its role in future
Sentiment Analysis research directions. Then it conducts a survey on existing methods, and it clarifies
the difference between Sentiment Reasoning methods and Sentiment Variations’ Reasoning methods.

A brief description for each method is presented along with examples on related literature.

Chapter 3 selects two Twitter datasets for testing main Sentiment Variations’ Reasoning methods.
Multiple experiments are then conducted to examine existing hypothesis and find main research gaps.

The chapter is concluded with discussing the experimental results.



Chapter 4 seclects the Emerging Topic Detection approach to handle the Sentiment Variations’
Reasoning task. It starts with reviewing base models, followed by testing them on a real-life dataset.
Subsequently, a new model is proposed to overcome existing limitations. Finally, the chapter
proposes two different frameworks to implement the proposed new model.

Chapter 5 focuses on the Sentiment Analysis function which shall be used for the proposed Sentiment
Reasoning Model. It applies state-of-the-art Sentiment Analysis tools and classifiers on two different
Twitter datasets that belong to different domains. The chapter then concludes the top performing

classifier that shall be used for the new model.

Chapter 6 presents a framework for Sentiment Reason Mining based on the developed model for
Emerging Topic Detection. Then it tests the performance of the proposed framework on a Ground
Truth dataset, which is extracted from a real-life large Twitter dataset. Subsequently, a similar test is
conducted on the complete large dataset to automatically extract Reason Candidates for sentiment
variations. Finally, the chapter proposes a simple method for presenting the output of the proposed

framework so that it can be easily interpreted by users.

Chapter 7 summarizes main conclusions of the thesis, then answers research questions, which are

raised in Section 1.2.

1.6 Publications Overview

This thesis is publication-based as its core material is derived from the manuscripts that have been
submitted to a peer reviewed academic journal. The following 1% and 3" papers had been accepted
by the IEEE Access Journal upon completing the research and coding works by the first author,

whereas the 2"9 paper is still under review by the MDPI Al Journal:

1) Alattar, F. & Shaalan, K., 2021. A Survey on Opinion Reason Mining and Interpreting
Sentiment Variations. IEEE Access Journal, Volume 9, pp. 39636-39655.

2) Alattar, F. & Shaalan, K., 2021. Emerging Research Topic Detection using Filtered-LDA.
MDPI Artificial Intelligence Journal, Volume XX, pp. XX-XX.

3) Alattar, F. & Shaalan, K., 2021. Using Atrtificial Intelligence to Understand What Causes
Sentiment Changes on Social Media. IEEE Access Journal, Volume 9, pp. 61756-61767.

Chapters 2 and 3 are derived from the first paper, whereas Chapter 4 is derived from the second

paper. Finally, the material of the third paper is used for Chapters 5 and 6.



Chapter 2 : Literature Review”

2.1 Introduction

Sentiment Analysis is a Natural Language Processing (NLP) task that received a lot of attention
during the last two decades due to the necessity of automatic review of social media, news websites,
blogs, etc. This analysis became crucial for those who are interested in monitoring users' feedback
about specific targets like products, events, public entities, etc. Such feedback is essential for

decision-makers who need to take necessary actions based on public reactions.

E-Marketing is a good example of applications that employ Sentiment Analysis techniques.
Automatic generation of marketing material may target social media users based on tracking their
online feedbacks. Positive feedback about products or product-features can be used as triggers for
online advertising, whereas negative feedback may help manufacturers in taking necessary corrective
actions for the production process. Another application of Sentiment Analysis is polls on politicians.
Social media can be considered as a dashboard that reflects public acceptance/rejection of certain
policies or politicians. Therefore, early sensing of these sentiments through online sources may help
these public entities to adapt their policies and actions accordingly. Many other applications have
utilized Sentiment Analysis techniques. You may refer to article of D’ Andreaet al. (2015) for more

examples.
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Figure 1: Future Directions of Sentiment Analysis Research (Poria et al., 2020).

* This chapter is derived from the article "Alattar, F. & Shaalan, K., 2021. A Survey on Opinion Reason
Mining and Interpreting Sentiment Variations. IEEE Access, Volume 9, pp. 39636-39655".



Most of Sentiment Analysis studies - like (Panget al., 2002), (Baneaet al., 2008), (Wilsonet al., 2009),
and (Cambriaet al., 2013) - had focused on identifying subjectivity and polarity of texts, either on
document-level or sentence-level. However, these techniques do not indicate possible motives behind
consumers' opinions. As a result, some researchers tackled the Reason Mining task to get the best out

of the Sentiment Analysis exercise as presented in Sections 2.2 & 2.3.

In this survey, the term “Reason Mining" is chosen for these tasks in which feedback texts are
monitored to conclude possible reasons that caused either extracted sentiment itself or major changes
in sentiment levels. These reasons could be some product features, political decisions, rumors,
national disasters, etc. In their study of current challenges and new directions of Sentiment Analysis
research, Poria et al. (2020) acknowledged the high importance of the Sentiment Reasoning task.
Moreover, they prophesized that this task will be one of the main future directions of Sentiment

Analysis field. Refer to Fig. 1 for the expected directions of Sentiment Analysis research.

The focus of this survey is the Sentiment Variations’ Reasoning problem and its application on
Twitter. Our objective is to qualitatively examine various methods for solving this problem, then we
shall analyze them in Chapter 3 through real-life datasets to discover research ‘Empirical Gaps’
(Miles, 2017) and “Evaluation Voids” (Muller-Bloch & Kranz, 2015). After exploring these methods,
main hypothesis used in relevant studies are discussed. Sections 2.2 and 2.3 investigate main Reason
Mining approaches in the field of Sentiment Analysis by selecting representative articles for each

approach. Fig. 2 summarizes these approaches.
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Figure 2: Approaches of Reason Mining for Sentiment Analysis.



2.2 Sentiment Reasoning

This section is a selective literature review where the first branch of the Sentiment Reason Mining
problem is explored, and the methods for discovering reasons behind expressed sentiment are
reviewed. Though our survey focuses on the second branch of the Sentiment Reasoning problem —
i.e., Sentiment Variations’ Reasoning - we find it helpful to explore the methods of extracting reasons
behind sentiment itself because these reasons may contribute to the task of interpreting sentiment

variations.

Representative articles are selected in this section to help us understand Sentiment Reasoning
approaches; however, our survey did not attempt to address all written articles that contributed to
Sentiment Reasoning studies. Furthermore, given that some of the addressed approaches are used for
many other NLP and Machine Learning tasks, we did not make a deep dive into sub-categories of
each approach as these are not explicitly related to Reason Mining studies. To illustrate, Topic
Modeling methods are categorized here into Non-Probabilistic and Probabilistic, however the
Supervised, Unsupervised and Semi-supervised techniques of both Topic Modeling methods are not
addressed in this survey as these are also used in many other applications where Topic Models are

employed.

2.2.1 Aspect-Based Sentiment Analysis

Aspect-Based Sentiment Analysis (ABSA) is a sub-field of Sentiment Analysis that aims to extract
opinions on specific features or aspects of the desired target (Pang & Lee, 2008). It is also known as
Aspect-Oriented, Aspect-Level, Feature-Based and Feature-Oriented Sentiment Analysis. For
instance, if our target is a printer, the ABSA extracts users’ sentiment about features like speed, ink

type, noise levels, power consumption, cost, etc.

By tracking users’ sentiment about various aspects/features of our target, the reasons of public
sentiment about the target itself could be understood when these sentiments are linked to one or more
aspects of that target (Liu, 2010). If our target is a printer’s brand name, then customers’
dissatisfaction about a certain feature like “noise level” could be the main reason for a highly negative

sentiment level on printer’s brand name itself.

Aspect of the target can be either Explicit or Implicit, where extraction of the later is more challenging
(Zhang & Liu, 2014). To illustrate, the sentence “This mobile is too bulky to put in my pocket”

contains an Implicit Aspect because it addresses the “Size” aspect without explicitly mention the



word “Size”. In addition to this challenge, Aspect-Based method is sensitive to domain changes. For
example, the word “Hot” could be a good feature for some products, whereas it should be considered

negative when it describes products like batteries.

Given that the reasons behind sentiment can be something else other than the features of the target,
the Aspect-Based method cannot capture sentiment reasons that are not categorized as aspects. To
show you what we mean, a corruption scandal related to a manufacturing company may impact the
sentiments towards its products regardless how good their features are. Moreover, it is difficult to
apply Aspect-Based methods on targets outside the products and services domains. If the target is an
event, it would be almost impossible to extract related features/aspects using standard ABSA
methods (Wang et al., 2015).

2.2.1.1 Frequency-Based

Some studies adopted the Frequency-Based approach to extract aspects from text. This technique
extracts “explicit aspect expressions” which are noun-phrases and nouns from a large-scale review
data. Hu & Liu (2004) worked on opinion summarization for customer reviews, which gives the user
an overview about main reasons behind certain sentiments towards the desired product. Their work
mines the product’s aspects that received positive/negative feedbacks from reviewers. The following
steps are followed to achieve the opinion summarization task: Identify the aspects of the target, detect

sentiments inside each customer-feedback, and summarize all results.

Targeting customer reviews on five different products, Hu & Liu (2004) could achieve an average
accuracy of 84% for identifying the polarity of sentiment. However, their work faced some
limitations as they could not handle opinions that require pronoun-resolution. Their technique could
not recognize what a pronoun in a sentence represents or refers to. For instance, the pronoun “it” in
the sentence “It is efficient and fast” could not be analyzed although it refers to the target
product/feature. Furthermore, their technique focused on adverbs only and ignored opinions which
are expressed through verbs and nouns. For instance, the polarity of the sentence “I love this car”

cannot be detected by their developed model.

Popescu & Etzioni (2005) enhanced the approach of Hu & Liu (2004) by using OPINE method which
analyzes product reviews to construct a model of product features and their assessment by reviewers.

OPINE tries to take out all nouns that are not aspects or entities, and it employs an unsupervised



learning technique. This method could obtain 22% higher accuracy when compared to the results of
(Hu & Liu, 2004).

To enhance the Frequency-Based method further, Scaffidi et al. (2007) compared the frequency of
detected nouns and noun-phrases with their frequency in English-Corpus. Blair-Goldensohn et al.
(2008) also aimed to enhance the method by considering the nouns which are included in subjective

sentences.

O’Connor et al. (2010) analyzed multiple surveys/polls on consumer and political related issues for
both years 2008 and 2009. They observed that 80% of these surveys correlate to the frequency of
used sentiment words inside tweets. However, they used a simple detector to extract sentiments which
could not handle noisy Twitter data. The Frequency-Based technique was refined further by
Moghaddam & Ester (2010) through employing a syntactic pattern-based filter to remove terms

which are not aspects/features.

In general, the Frequency-Based method suffers the limitation of missing out low-frequency aspects,
in addition to its need for manual configuration and tuning of parameters to suite the selected dataset
(Ishag, Asghar & Gillani, 2020).

2.2.1.2 Relation-Based

The Relation-Based approach, also known as Rule-Based and Syntax-Based (Rizvana et al., 2018),
tries to find the relation between target’s features and sentiment words to extract the aspects. To
illustrate, the expression “Awesome brightness” represents an adjectival modifier relation between
the adjective “Awesome” and the aspect “Brightness”. Zhuang et al. (2006) used the Relation-Based
method to extract features from customer reviews. They employed a dependency-parser to detect the

relation between features and sentiment words.

Wu et al. (2009) enhanced the Relation-Based method by using a phrase-dependency-parser to extract
aspects which are noun-phrases or verb-phrases. Qui et al. (2011) employed a double-propagation

technique to identify relationships between opinion words and aspects.

Jiang et al. (2011) focused on classifying Twitter “target-dependent” sentiments. They noticed that
previous approaches employ “target-independent” algorithms and processes, which may cause the
system to identify sentiments that are not relevant to the target. They also noticed that these
approaches address each tweet separately and do not consider other related tweets. As a result, they
developed a process to resolve this limitation. They first categorized the tweets into positive, negative
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or neutral/objective based on the detected opinions of the tweets. In their research, they considered
the input “query” to be the target of the sentiment. They also considered related tweets when they
classified sentiment using “graph-based” optimization. According to the published results, their
method showed higher performance when compared to target-independent approaches. However,
their study suffers a genuine limitation because it considers all noun phrases related to the target as
“extended-targets”. This may mistakenly link irrelevant sentiment to the target. Assume that the
engine of a car is identified as an “extended target”, then a negative sentiment about the engine can
be extended to the car itself, which is acceptable; however, if the same is applied to the engine’s oil
of the car, a false sentiment about the car could be concluded by applying a sentiment that is related

to its engine’s oil only.

Unlike Frequency-Based approach, Relation-Based approach can detect low-frequency aspects,
however, More & Ghotkar (2016) argued that this approach may produce many terms which are not
real aspects. It is also confirmed by Syamala & Nalini (2019) that Relation-Based approach may

extract irrelevant features.

2.2.1.3 Sequence Labeling

Sequential Labeling methods, like Hidden Markov Model (HMM) and Conditional Random Field
(CRF), were used in a supervised-learning mode to extract aspects of the target. Jin et al. (2009) used
HMM in a framework that integrates linguistic elements like Part-Of-Speech (POS) into a learning
process to predict patterns and correlations between tags. Choi & Cardie (2010) used a CRF model

to detect boundaries of sentiment phrases and identify both polarity and intensity of these phrases.

A Hierarchical Sequence Labeling Model (HSLM) was developed by Chen et al. (2020). It consists
of three elements: aspect-level, opinion-level, and sentiment-level. The model learns the interactions

between these three elements through a special information fusion technique.

It is explained by Syamala & Nalini (2019) that - generally - the sequence labeling techniques suffer
the limitation in handling dependencies between multiple labels, hence they are unable to capture the
complete meaning of the sentence. Wang & Ren (2020) used Sequence-to-Sequence (Seq2Seq)
learning to reduce the impact of this limitation. Seq2Seq considers relations between the opinion

polarity of features in feature-level opinion classification method.
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2.2.1.4 Deep Learning

Deep Neural Networks (DNN), Convolutional Neural Networks (CNN), Recurrent Neural Networks
(RNN), and other Neural Networks are widely used for various Sentiment Analysis tasks, including
extraction of aspects. Liu et al. (2015) used RNN with Word Embedding to develop a discriminative
model for Aspect-Extraction. Similarly, RNN is used by Jebbara & Cimiano (2016) for the Two-Step
Aspect-Extraction method. RNN is also applied by Yang et al. (2018) for the Financial domain on
tweets and news headlines. CNN is used by both Xu et al. (2016) and Poria et al. (2016) to carry out
aspect-extraction as a multi-label classification problem, whereas it is combined with RNN by

Dhanush et al. (2016) to handle Aspect-Extraction and Sentiment Analysis tasks.

The mechanism of Attention Models was introduced to enhance the performance of Deep Learning
methods. Zhang & Lu (2019) developed a Multi-Attention Network to handle the Aspect-Extraction
task.

It is indicated by Saraiva et al. (2020) that model over-fitting is a main challenge for Deep Learning
techniques. This becomes more visible when training dataset has limited number of domains.
Although it is acknowledged by Zohuri & Moghaddam (2020) that Deep Learning techniques have
achieved good accuracy levels, it is also mentioned that these algorithms need high computation
power because of their complexity. These techniques also suffer the “opacity problem” because it is

not always clear how Deep Learning models make their decisions after being trained.

2.2.1.5 Aspect-Topic Extraction

Probability distribution over words is known as “Topic”. To simplify the concept of topics, assume
that you got a bag of papers where each paper contains a word. Probability of pulling each word from
the bag is greater than zero. If the bag contains two papers with the word “Dubai” and one paper with
the word “Paris”, then the chance of pulling the word “Dubai” is 0.666, whereas 0.333 is the chance
of pulling the word “Paris”. This example illustrates the concept of a topic. It gives us the
probabilities/chances of a set of words for the assigned topic, and it is the basis of Topic Modeling
methods (Sharma, 2020).

To illustrate, the Topic Model of Latent Dirichlet Allocation (LDA) (Blei et al., 2003) considers each
document as a mix of topics which exist in the corpus. The model suggests that each word in the
document is linked to one of the topics inside the document. For instance, if LDA output gives word
probabilities of 45% for the word “Restaurants”, 10% for the word “Transport”, and 45% for the
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word “Hotels”, this output indicates that the discussed topic in the selected document is “Facilities”
(Sharma, 2020). The Topic Model deals with a document set as a Bag of Words, therefore it neither
considers the order of the words nor the grammar of the sentences.

The Aspect-Topic Extraction method utilizes the Topic Models’ unsupervised learning technique to
extract Aspects from text. Various forms of Latent Dirichlet Allocation (LDA) and Latent Semantic
Analysis (LSA) Topic Modeling techniques were used by researchers to extract Aspects from text
(Lu etal., 2011). LSA is used by Lu et al. (2009) to create a feature summary with a rating for each
feature. Similarly, it is employed by Ortega et al. (2014) to build a domain-dependent aspect-
extraction sentiment analysis framework. LDA is used by Brody & Elhadad (2010) to handle the
aspect-extraction task.

Titov & McDonald (2008) demonstrated that both Probabilistic Latent Semantic Analysis (PLSA)
and Latent Dirichlet Allocation (LDA) methods produce wide range of topics, therefore it is difficult
to identify which topics represent the aspects of the target. To solve this problem, they introduced
their Multi-Grain Topic Model (MG-LDA), which produces two sets of outputs. The first output is
the Global Topics in the text, whereas the second output is the Local Topics, which can zoom into

the text to discover Aspects of the target.

Li et al. (2010) introduced their Dependency-Sentiment-LDA, which aims to classify sentiment of
the text, then it discovers the topics inside that text. They applied their model on product reviews
dataset to extract the topics of each review, show topic probabilities, and identify sentiment of each

topic.

For product reviews applications, Guzman & Maalej (2014) used fine grained sentiment analysis
method to extract features of a target product along with their associated sentiments. They used the
Natural Language Toolkit (NLTK) to extract features by finding expressions of multiple words that
frequently co-occur. Then they used a lexical-based tool, SentiStrength (Thelwall et al., 2010), to
carry out Sentiment Analysis. Finally, they used LDA Topic Model to group fine-grained aspects

into more expressive high-level aspects.

ORMFW (Khalid & Khan, 2018) is an Opinion Reason Mining Framework, which utilizes Topic
Modeling to group Aspects for product reviews domain, then it links them to their reason candidates.
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Figure 3: ORMFW, Opinion Reason Mining Framework (Khalid & Khan, 2018)

Later, Khalid et al. (2018) enhanced ORMFW by proposing a method that uses linguistic relations to

extract implicit aspect terms and assign a weight for each term. Fig. 3 shows the ORMFW framework.

Chen et al. (2018) developed OESTM, an On-line Evolutionary Sentiment Topic Analysis Modeling.
OESTM uses a non-parametric Hierarchical Dirichlet Process (HDP) to calculate optimum number
of topics for extracting aspects. They applied the model on restaurant reviews domain to track
evolution of sentiment on restaurant aspects like food, taste, waiters, etc. Because OESTM uses a
time-dependent Chinese Restaurant Franchise Process (CRFP) to track the evolution of topics, it
faces the limitation of selecting the right time span for the used CRFP (Chen et al., 2018).

2.2.1.6 Transfer Learning

Main purpose of Transfer Learning is to enhance performance of learning on target domains through
transfer of knowledge in divergent but related source domains (Zhuang et al., 2021). Fig. 4 shows a
visual example to simplify the concept of Transfer Learning. A person who is familiar with bicycles

can transfer this knowledge to the motorcycle’s domain.

Transfer
Learning

-

Figure 4: Perceptive example about Transfer Learning
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Tao & Fang (2020) used the relatively new Transfer Learning model BERT (Bidirectional Encoder
Representations from Transformers) and XLNet, which is an autoregressive pre-training method that
supports learning bidirectional contexts. Their research results show that XLNet outperforms both
BERT and Deep Learning methods in most of studied cases where multi-label sentiment analysis
task is carried out. BERT always outperformed Deep Learning models, though it has the limitation
of dealing with sentences of maximum length. In general, Transfer Learning models need special

computing resources, otherwise the training process would be too slow.

2.2.2 Supervised Learning

As indicated by Poria et al. (2020), it is extremely difficult to employ Supervised Machine Learning
for the Sentiment Reasoning task because of lack of labeled data that identifies majority of reasons
for all sentiments. However, some studies managed to apply Supervised Learning on specific

applications and domains, where it is feasible to quantify possible reasons behind an author’s stance.

Kim & Hovy (2006) applied Supervised Learning on products review blogs by using online review
websites with user-generated pros and cons. They trained a Maximum Entropy model on product
reviews using available data at both epinions.com and complaints.com. Finally, they used the
framework to automatically label pros and cons of unlabeled product review blogs, and it could
achieve an average accuracy of 68%. However, their approach did not sub-categorize predicted

reasons into fine-grained reason categories.

Li et al. (2006) used Support Vector Machines (SVM) and Naive Bayes (NB) to learn perspective of
an opinionated text on both document-level and sentence-level basis. To achieve this task, they
created a corpus with label perspective on a document-level, however they could not label it on
sentence-level, and this was a main challenge to their work. To reduce the impact of absence of
sentence-level labels, they presented a Latent Sentence Perspective Model (LSPM) to recognize how

perspectives are revealed inside a document.

Zaidan et al. (2007) utilized a discriminative SVM to extract the “rationale” which is the text’s part
that supports writer’s sentiment on document-level for movies’ review domain. Though extracted
rationale may include reason behind sentiment, sometimes it indicates motive of the writer without
explicitly mention the reason. For instance, if part of a text shows that a writer prefers a specific

brand name, then that text would be identified as a rationale, although it does not clarify reason
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behind that writer’s motives. This approach is enhanced further by Yessenalina et al. (2010) through

labeling the rationales automatically, rather than using human annotation.

Persing & Ng (2009) used a Bootstrapping Algorithm to identify possible cause for reported incidents
in Aviation Safety Reporting System (ASRS). They manually annotated 1,333 documents to predict

reasons from unlabeled documents.

Boltuzic & Snajder (2014) prepared Corpus of Online User Comments with Arguments (ComArg,
2014), which is a manually labeled corpus to recognize possible reasons of opinions in discussion
forums for a specific domain. However, they focused on categorizing reasons on post-level, and they
did not address sentence-level reasons.

Inspired by Boltuzic & Snajder (2014), Hasan & Ng (2014) used Supervised Learning to carry out a
sentence-level classification for opinions inside online ideological debate forums. They manually
annotated reasons of each expressed opinion inside posts from four domains, which are shown in
Table 1. They used their Reason-Annotated Corpus along with Maximum Entropy model,
Dependency-Based Feature Extraction, and Joint Learning to discover reasons of debaters’ stances
from unlabeled posts. Their system could achieve accuracies between 25.1% and 39.5% for different
debate domains.

Domain | Stance Reason classes

for [F1] Abortion is a woman's right (26%); |F2] Rape victims need it (o be Jegal (7% )0 [F3] A fetus
15 not human (38%): [F4] Mother's life in danger (5%); [F3] Unwanted babies are ill-treatex] by
parents (8% ); [F6] Birth control fails a1 times (3%); [F7] Abortion is not murder (345): | F8] Mother
is not healthyAimancially solvent (4%); [F9] Others (6% )

ageingt | IAL] Put baby up foe adoption (9%): [A2] Abortion Kills a hife (2990, [A3] An unborn baby is o
human and has the right o lve (4090 [A4] Be willing 10 have the baby if vou have sex (14%):

ABO

JAS] Abortion is harmiul for women (5%); [A6] Others (3%)
g for [F1] Gy marriage is like any other martiage (14%); [F2] Gay people should hive the same rights
GAY as straight people (36% ); [F3] Gay pareats can adopt and ensure o happy life for a baby (1075); |F4)
People are born gay (18%); [F5] Religion should not be wsed against gay rights (11% ). [F6) Others
(1%
ugaing | |AL] Relighon does not permit gay marriages ( 18% ) [A2) Gay marriages are nol normal/against
natre (39501 A3 | Gay parents can ool raise Kids properdy (11%); |A3] Gay people have problems
L andd create social Issues (16%): [AS] Others (16%)
OBA for |F1] h‘f“ the economy (215 ). [F2] Ending the wars (7 [F3] Better than the republican candi-
’ dates (25% ), |[F4] Makes good decisions/policies (8% ), |F5] Has qualities of @ good leader (14% ),
[F6] Ensured better healthcare (8% ) [F7] Executed effective foreign policies (6% ) 1FS] Created
more jobs (4%): [F9) Others (7%
ageinst | JAT] Destroyed owr economy {26% )0 [A2] Wars e still on (11%); [AS] Unemployment rake 1s high
(5%, |Ad] Healtheare bill Is o fulure(945 ), [AS] Poor decision-muaker (7% ), |A6] We have better
republicans thun Obama (5% ); |AT] Not eligible as a keader (20% ), [AS] Ineflective foreign policies
(4%); [A9] Others (13%)
MAR for [F1] Not addictive (23%): [F2] Used as u medicine (119): [F3] Legalized marijuana can be con-

trodled and regulated by the government (33%); [F4] Prohibition violates buman righes (15% ), [F5)
Does ol cause any damiage 10 our bodies (6% ); TFO] Others (12%)

ugeings | JAT] Damages our bodies (23%5; |A2] Responsible for beain damage (22% ) [A3] If legalized,
peopke will use marijuana and other drugs more (12%): [A4] Causes crinx (9% ) [AS] Highly
_addictive (175 ), [A0] Others (17%)

Table 1: Reason Classes for Debate Forums (Hasan & Ng, 2014)
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The Supervised Learning approach requires data annotation work, which can be achieved either
automatically (Kim & Hovy, 2006) for product reviews or manually (Hasan & Ng, 2014) for debate
forums. However, applying this approach on Reason Mining for Twitter would be impractical
because it is not possible to create a Reasons-Corpus that is large enough to cover majority of various

sentiment reasons.
2.2.3 Topic Modeling

Utilization of Topic Models for extracting Aspects from text has been addressed in subsection 2.2.1.5.
However, some studies used Topic Models to monitor all discussed topics in the subjective text, even
when these topics are not categorized as aspects or features. Tan et al. (2014) explained that majority
of subjective tweets explicitly indicate the reason behind positive/negative opinion in the same text,
therefore, extracting topics from the subjective tweets would certainly help us interpreting the

sentiment polarity and levels.
Three different approaches were used to combine Topic Modeling task and Sentiment Analysis task:

1) Mix both tasks in a common Topic-Sentiment framework, e.g., (Eguchi & Lavrenko, 2006).
2) Carry out each task separately for the same set of documents, e.g., (Hurst & Nigam, 2004).
3) Consider one of the tasks as a prior to the other, e.g., (Eguchi & Shah, 2006).

In general, Topic Models use statistical methods to discover topics that appear in a set of either short
or long texts. Some of these models are non-probabilistic, like the Latent Semantic Indexing (LSI) -
also known as Latent Semantic Analysis (LSA) (Deerwester et al., 1990) and the Non-Negative
Matrix Factorization (NMF) which became popular when (Lee & Seung, 1999) employed it for Topic
Modeling.

NPMI coherence

rage NPMI

15 30 45 60 75 S0
Figure 5: LDA vs LSI Topic coherehce for{R‘euters dataset (Smatana et al., 2019)
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The second category of Topic Models that gained popularity during the last two decades is the
probabilistic topic modeling. Hofmann (1999) transformed the LSI method into a probabilistic model
called Probabilistic Latent Semantic Analysis (PLSA) or Probabilistic Latent Semantic Indexing
(PLSI). Later, Blei et al. (2003) used the Latent Dirichlet Allocation (LDA) in the field of Machine
Learning, then it gradually evolved to become one of the most-popular probabilistic models
nowadays because of its coherent outputs, though it is slower than both PLSA and NMF models.
Both Probabilistic and Non-Probabilistic categories of topic models rely on Unsupervised Learning
techniques, however some Supervised versions of these models were developed to handle certain

tasks like predicting response values for new set of texts (Blei & McAuliffe, 2010).

When LSA and LDA methods are compared, LDA can extract more coherent topics (Chiru et al.,
2014). Smatana et al. (2019) also compared LSA and LDA by applying them on Reuter dataset and
they reached to a similar conclusion. Fig. 5 demonstrates that — regardless of the selected number of
topics - the coherence scores of LDA are higher than the Latent Semantic Indexing (LSI), which is

the developed algorithm for LSA.

There is a need for better methods to determine LDA parameters for achieving good results,
especially the “number of topics” parameter (Cvitanic et al., 2016). Furthermore, it is likely that the
wording of the extracted aspects by Topic Models would be different from the chosen wording for
the manually labeled training datasets; as a result Topic Models may fail to extract some aspects due

to such wording discrepancies.

Multiple forms of Topic Models were developed to address some of the challenges that face
probabilistic topic modeling methods, like selecting number of topics, tuning model’s parameters,
identifying global topics and local/sub-topics, etc. Researchers can use these models in their
programs through multiple software packages and libraries. To give you an idea, in addition to the
Gensim (Rehurek, 2021) library for Python, tomotopy (Bab2min, 2021b) library provides Python

programmers with a wide range of Topic Modeling algorithms, which include:

Latent Dirichlet Allocation (Blei et al., 2003)
Hierarchical LDA (Blei et al., 2004)
Hierarchical Dirichlet Process (Teh et al., 2004)
Correlated Topic Model (Blei & Lafferty, 2005)
Pachinko Allocation (Li & McCallum, 2006)
Dynamic Topic Model (Blei & Lafferty, 2006)

YV V. V V V V
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Hierarchical Pachinko Allocation (Mimno et al., 2007)

Multi Grain LDA (Brody & Elhadad, 2010)

Labeled LDA (Ramage et al., 2009)

Supervised LDA (Blei & McAuliffe, 2010).

Partially Labeled LDA (Ramage et al., 2011)

Dirichlet Multinomial Regression (Mimno & McCallum, 2008)
Generalized Dirichlet Multinomial Regression (Lee & Song, 2020)

vV V V V V V V

Mei et al. (2007) developed a Topic-Sentiment Mixture (TSM) model which can discover multiple
sub-topics and their associated sentiments in a set of blog documents. To track the dynamics of topics,
they used a Hidden Markov Model (HMM) to mark each word in the text with sentiment and a topic.
To extract sentiment, the model utilizes a commercialized sentiment-search-engine called Opinmind.
This urged Pang & Lee (2008) to be somehow critical about the TSM model because it borrows
someone else’s solution to solve the sentiment analysis problem. However, this model is useful for
analyzing microblogs where multiple topics and sentiments may exist in each document, though it
has limited use for short text applications - like Twitter - where each text contains a single topic most

of the time.

Wang et al. (2015) used a CRF sequence labeling along with a Topic Model to develop a sentiment
reasoning model called Aspects and Sentiment of Events from Microblog (ASEM). Their model
utilizes the knowledge of an event to learn about other events. It tries to discover the most-discussed
topic related to an event, then it correlates that topic with the sentiment. ASEM simultaneously

extracts features and feature-specific sentiment words of events.

2.2.4 Data Visualization

By grouping document sets based on their timestamps and comparing the Topic Model’s outputs for
each time slot, it is possible to track birth, evolution, and death of topics. This helps users to
understand possible reasons of sentiment levels for each time slot. However, it would be much faster
and easier to monitor and track topics using visualization techniques instead of relying on standard

Topic Modeling output, which is usually a list of topic keywords.

By monitoring curves of topics over time during a selected period, it is possible to conclude main

topics which are discussed during that period. Although this interpretation technique is not fully
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automatic, it is still useful to analyze topics which are discussed both inside and outside the sentiment

variation period (Tan et al., 2014).

In addition to Topics Over Time curves, Word Cloud Graphs - like the one shown in Fig. 6 — can be
applied on the output of Topic Models to represent density of each topic within the selected document
group. In this representation method, higher-frequency topics will have larger fonts. This helps
decision-makers to identify the most discussed topics during the sentiment period, and it may lead to

concluding main motives behind sentiment.

TimeMines (Swan & Jensen, 2000) is a simple system that detects semantic features using standard
statistical methods, then it groups them into topics. Finally, the system visualizes top ranked topics
as shown in the example of Fig. 7. Due to simplicity of the used algorithms, the system is useful for
capturing major terms only. ThemeRiver (Havre et al., 2002) is a Topic Visualization software that

was developed to track topic evolution within a large set of documents.
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Figure 6: Word-cloud representation (Hofmann & Chisholm, 2016)
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Fig. 8 shows a sample output of ThemeRiver which analyzes Fidel Castro's documents and interviews
from year 1959 to 1961. However, as indicated by Havre et al., 2002, the system needs a faster and
a more accurate algorithm to handle user’s interactive functions. For instance, zoom function is

relatively slow and inaccurate.

VOSviewer (Van Eck & Waltman, 2010) is a visualization software for analyzing books and articles.
The software help users to identify emerging topics from a set of books or articles by viewing the
bibliometric maps of the topics. By using this software on documents which include sentiment
variations, it is possible to visualize discussed topics during the selected period. Fig. 9 shows how

VOSviewer assigns colors to topic terms based on their frequency and average years of publications.
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Figure 9: VOSviewer cluster density view of a journal map (Van Eck & Waltman, 2010)
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With the help of VOSviewer software, Shen & Wang (2020) used the LOOKUP function of MS
Excel and the CHART function of MS PowerPoint to capture and represent the evolution of topic
terms related to their selected target, which is the Perovskite Solar Cell (PSC). Fig. 10 demonstrates

the increase and decrease of attention toward research terms related to PSC.

VisARTM (Vorontsov et al., 2015) is a web-based topic visualization tool that uses an additive
regularization of Topic Modeling library called BigARTM. It represents the outputs of topic models
in multiple ways. Fedoriaka (2016) used ViSARTM to obtain hierarchic topic visualization using
polygons which show short description of documents along with the main topic labels as shown in

Fig. 11. Such representation ensures better understanding of each topic without the need of skimming

~+=module =t=photodetector == carbon nanotube —#~flexible perovskite solar cells

Occurrences
=

2014 2015 2016 2017 2018
Year

Figure 10: Variation in PSC term occurrence (Shen & Wang, 2020)
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Figure 11: VisARTM document representation (Fedoriaka, 2016)
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through actual documents. However, VisARTM suffers a limitation when handling large sets of text

because it is a web-based tool.

Smatana et al. (2019) developed an interactive tool to visualize topics evolution over time. The tool

can also extract sentiment of the chosen documents.

There are many other software packages that handle Topic Visualization task, however users who
are familiar with Python can use its powerful libraries and tools for Topic Visualization. To
demonstrate Python’s visualization abilities, we applied LDA topic modeling on a set of 294

documents which represent Information Retrieval abstracts from the proceedings of ACM SIGIR

2010-2012.

Fig. 12 shows some visualization formats that can be obtained through Python functions and codes,
like the pyLDAVvis (Sievert & Shirley, 2014) which was introduced for the first time in year 2014.
Topic Keywords list is a standard output of LDA topic model. However, when a simple tool like

Wordcloud is used, the importance of each keyword could be easily identified.
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Nonetheless, the pyLDAVis interactive tool draws the bubbles of topics in vector space. The size of
each bubble represents the probability of that topic in the set of documents, whereas distances
between bubbles represent similarity and possible overlaps between topics. If you click on one of the
bubbles, a list of that topic’s top words will be shown. The color code of the right side of the drawing
reflects probability of each keyword in that topic. Finally, by drawing the probability of each topic

over time, evolution of topics throughout SIGIR publication years from 2010 to 2012 could be
monitored.
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Figure 13: dfr-browser topic representations (Goldstone et al., 2014)
Dfr-browsers (Goldstone et al., 2014) is a free web-based tool for browsing topics from a set of
documents. Fig. 13 shows sample of dfr-browsers topic representation forms. Although most of dfr-
browsers capabilities can be achieved by Python’s interactive tool of pyLDAvis, dfr-browser is more

user-friendly as it does not require coding skills. However, it lacks the flexibility of pyLDAvis which
covers vast choices of Topic Modeling algorithms.

2.3 Sentiment Variations’ Reasoning

This section focuses on the three main approaches which were used to interpret public sentiment
variations: (1) Event Detection method, with focus on the Topic Sentiment Change Analysis method,

(2) Foreground-Background Topic Modeling approach, with focus on FB-LDA Model, and (3)
Tracking Sentiment Spikes approach.
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2.3.1 Event Detection

Some reason-mining studies aimed to detect and track unspecified events from social media, news,
and blog sites based on the data surge these events cause in the media pipeline. In some cases, these
emerging events are the main reasons behind changes in sentiments towards certain entities or targets.
Therefore, detecting emerging events is a useful measure for interpreting sentiment variations over
time. However, this method focuses mainly on events that cause major spikes and surges in the topics
stream, hence it cannot discover lower frequency emerging topics that could be the reason for
sentiment variations (Tan et al., 2014).

Outside the Sentiment Reasoning field, many event detection techniques were developed to capture
spiky topics in an online data stream. Leskovec et al. (2009) proposed a method for tracking short
phrases from online text. They developed an algorithm for grouping textual variants of these phrases.

Main purpose of their study was to track named entities over time.

A method was developed by Sakaki et al. (2010) for detecting real-time events like earthquakes from
Twitter. To detect a specific event, they used a Feature-Based classifier to group tweets. Then they
applied a “probabilistic-spatiotemporal-model” to find location of event. By considering tweets as
detected data associated with location-information, the event-detection process is simplified by
detecting a target and its location-information from the received data. This is a much simpler method
when compared to many ubiquitous computing methods, wherein calculating location of the target is
the most important job. The system could detect 96% of Japan Meteorological Agency (JMA)
earthquakes by just reading real-time tweets. Once an earthquake is detected, the system
automatically sends warning emails to registered users. However, the developed system can handle

one event at a time and cannot detect multiple events.

A sophisticated method for summarizing real-time event-related tweets was developed by
Chakrabarti & Punera (2011). The method uses Hidden Markov Models (HMM) to learn event’s
basic hidden-state representation. The event summarization process consists of two elements: (i)
event-detection or event-segmentation and (ii) event summarization. HMM was used to segment
events because of its ability to automatically learn variations in language models of sub-events. The
developed model showed good results in summarizing events like American Football games however
it was not tested for important but unpredicted events like national disasters. Moreover, it did not
propose efficient measures for handling irrelevant tweets and noisy data.
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Figure 14: Topic Sentiment Change Analysis Framework (Jiang et al., 2011)

Weng & Lee (2011) targeted Twitter where new events are tweeted and discussed. Twitter is a
challenging target for event-detection tasks as it is very scalable, and it is full of noisy data or tweets
which are not related to any new event. In their study, they developed a method called Event-
Detection with Clustering of Wavelet-based Signals (EDCoW), which uses Wavelet Transform for
filtering noisy Twitter data or trivial-words. EDCoW showed good performance, however the

experiment was applied to a relatively small dataset.

The above-mentioned studies focused on the Event Detection task itself, however they did not
propose any mechanism for correlating events and sentiment variations. To the best of our
knowledge, the first research work that correlated events with sentiment variations was the work of
Jiang et al. (2011) who tracked sudden increases in number of documents for discussed topics and
correlated these spikes with the changes in overall sentiment levels. Inspired by the Topic-Sentiment
Mixture (TSM) models (Mei et al., 2007), they introduced their Topic Sentiment Change Analysis
(TSCA) framework. Fig. 14 is a representation of their framework which (i) aggregates sentiment
levels to monitor sentiment over time, (ii) uses a rule-based method to classify sentiment, (iii) applies
a time-partition technique to detect topics’ spikes and identify the events that may cause sentiment
changes, and (iv) evaluates the ranking of possible events that caused the change of overall sentiment

level.

To carry out the topic discovery task for long multiple-topic blog articles, Jiang et al. (2011) used the
PLSA topic model, whereas they used a rule-based classifier to detect the sentiment. By monitoring
sentiment variations, they noticed that a rise of a topic popularity causes sentiment change for that
topic. Therefore, they assumed that a sudden increase in a topic’s number of documents indicates a
major sentiment variation. As a result, instead of using equal partitions for the documents time slots,
they used a Time Period Partition (TPP) algorithm that selects the beginning and the end of the time

slot based on topics’ number of documents. Once the boundaries of the time slot are decided, they
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Figure 15: Sentiment Variation Reasoning using PLSA and TTP (Jiang et al., 2011)

identify the topic/event which has the highest probability in that time slot. Next step is calculating
the total sentiment value for the sentences that fall within the selected time slot. Finally, they select

the candidate topic that is adjacent to the time slot of a sentiment change.

Jiang et al. (2011) applied their method on two corpuses of long blog articles: Corpus (C1) which has
a set of documents on the subject of “offshore drilling”, and Corpus (C2) on the subject of “airport
security”. Fig. 15 shows the dynamics of discovered topics over time, compared with changes in
sentiment over time. Given that their method detects sentiment variations based on the number of
topic’s documents, it may mistakenly identify a fake sentiment increase/decrease when popularity of
a topic is decreased. To illustrate, the second sentiment variation C1-2 in plot (a) of Fig. 15 shows a
major decrease of positive sentiment level just because of the decline of the topic of “oil price”. This

is the reason why it was decided to ignore the C1-2 sentiment variation by Jiang et al. (2011).

Many other Event Detection techniques were introduced later by various researchers; however, these
studies focused on enhancing the Event Detection part, without addressing the relation between
sentiment levels and detected events. Meng et al. (2012) developed a method for summarizing
opinions on Twitter’s entities through analyzing Twitter’s hashtags to detect the presence of target
entity then conclude polarity of identified tweet. Although utilizing the hashtag information of
Tweets can be useful, relying on hashtags is a genuine limitation because the analysis excludes tweets

that do not have hashtags.

Eventweet (Abdelhaqg et al., 2013) is a scoring scheme for events. It tracks localized-events from live
Twitter stream using a time-sliding-window technique. During the required time window, the system
detects high frequency words from the live stream. Zhou et al. (2015) used Latent Event & Category
Model (LECM) to build their unsupervised framework for detecting events from Twitter. The

framework creates a lexicon from online news during the same period of tweets. Then processed
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tweets are filtered based on their similarity to the extracted news words. As a result, tweets related to

hot events/news are extracted.

Chen et al. (2017) used a Supervised Learning approach by employing Neural Networks to detect
events from tweets which are converted to vectors using Global Vectors for Word Representations
(GloVe) embeddings. However, Hettiarachchi et al. (2020) explained that using supervised learning
methods to handle dynamic real time Twitter stream is not very efficient because of possible major

discrepancies between real-life data and training data.

Peng et al. (2018) introduced Emerging Topic detection framework based on Emerging Pattern
Mining (ET-EPM). This framework transforms the standard emerging event detection into an
emerging pattern clustering by using High Utility Itemset Mining (HUIM) algorithm, then they used
Local Weighted Linear Regression (LWLR) for highlighting the rank of emerging topic words.

Embed2Detect (Hettiarachchi et al., 2020) is a multi-language event detection system that utilizes
Skip-gram word embeddings and hierarchical clustering. The method considers semantics in addition
to the syntax and statistics of the text and had achieved good results in both politics and sports
domains. Hettiarachchi et al. (2020) also tried to use other word embedding methods like BERT,
however it was realized that such advanced methods need relatively long learning times.

2.3.2 Foreground-Background Topis

This method was introduced by Tan et al. (2014) who tracked changes in positive/negative sentiment,
then extracted the Emerging Topics from the Foreground period — which represents the period of a
positive or negative sentiment variation — by removing from the Foreground all old topics that

appeared in the Background period, which represents the duration before the Foreground period. For
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Figure 16: Conceptual ET-LDA model (Hu et al., 2012)
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extracting the tweets’ sentiment, they combined both SentiStrength and TwitterSentiment tools in a

hybrid approach.

The FB-LDA Model was inspired by the article of Hu et al. (2012) who built an event detection and
segmentation system. For an event that appears inside a large-scale group of tweets, Hu et al. (2012)
explained that the main research issues which face researchers in the event-detection and text
processing fields are (i) extracting the topics which are contained in the event’s text and the tweet
and (ii) segmenting the event. Hu et al. (2012) aimed to address both issues together as they realized
that they are both “inter-dependent”. They presented a Bayesian-Model called Event & Tweets Latent
Dirchlet Allocation (ET-LDA), which handles both tasks of modeling the topics and segmenting the

events as demonstrated in Fig. 16.

Tan et al. (2014) noticed that the Emerging Topics within the sentiment variation period are
associated with the reasons behind sentiment variations. They employed the Foreground and
Background Latent Dirichlet Allocation (FB-LDA) Model to filter foreground-topics and remove
background-topics during the variation period. They assumed that emerging topics represent main
reasons behind sentiment variations. They also used Reason Candidate and Background LDA (RCB-
LDA) model to assign ranking of topics based on their frequency/popularity. From the FB-LDA
results, the RCB-LDA extracts “representative” tweets for the emerging topics to represent the reason
candidates. Using representative tweets as reason candidates makes it easier for the user to understand
the selected reasons. Then the RCB-LDA ranks reason candidates based on frequency of their

category in the tweets during the variation period. Fig. 17 shows both FB-LDA and RCB-LDA

models.
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Figure 17: (a) FB-LDA and (b) RCB-LDA models (Tan et al., 2014)
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Although the developers of FB-LDA did not focus on the Sentiment Analysis task itself, their Reason
Mining work was followed by series of projects through other researchers — e.g. (Ingule & Chhajed,
2014), (Poonam & Kinikar, 2014), (Patil, Sedamkar & Gupta, 2015), (Bhalerao & Dange, 2015),
(Urega & Devapriya, 2015), (Jamadar et al., 2016), (Kamini & Ezhillarasi, 2015), (Avachar et al.,
2016), (Patil & Kulkarni, 2018), (Jeevitha, 2016), (Manikandan & Kalpana, 2016), and (Admane et
al., 2016) - who tried to use better Sentiment Analysis classifiers for the FB-LDA Model. To
illustrate, Fig. 18 shows a Reason Mining framework (Patil, Sedamkar & Gupta, 2015) that utilizes

FB-LDA and RCB-LDA models.
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Figure 18: Reason Mining Framework using FB-LDA (Patil, Sedamkar & Gupta, 2015)

2.3.3 Tracking Sentiment Spikes

This method was introduced by Giachanou, Mele, & Crestani (2016) who (i) extracted tweets’
sentiment using SentiStrength (Thelwall et al., 2010) tool, (ii) detected spikes of sentiment using an
outlier detection algorithm, (iii) analyzed the topics within the sentiment spike through LDA model,
and (iv) ranked these topics based on their contribution to the sentiment spike using the Relative

Entropy method.

In this approach, an anomaly detection method is used to detect a spike in the sentiment’s trend over
time (Giachanou & Crestani, 2016b). This method belongs to the field of time series and it aims to
discover sudden peaks in the positive or negative sentiment trend. It detects an outlier by calculating

the normal residuals of each observation.

Fig. 19-a shows a typical sentiment spike, where “t start” represents the timestamp when the

sentiment starts increasing, and “t _prev” represents the timestamp when the spike occurs.
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Giachanou, Mele, & Crestani (2016) carried out LDA for the period between “t start” and t prev”

as they assumed that the topics which exit in that period have caused the spike.

Relative Entropy, also known as Kullback-Leibler divergence (KL-divergence), measures the
difference between two probability distributions, and it was employed by Giachanou & Crestani,
(2016Db) to rank the discovered topics inside the sentiment spike. Fig. 19-b demonstrates some topic

trends inside a sentiment spike.
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Figure 19 (a) Sentiment spike (b) Topics inside a sentiment spike (Giachanou, Mele, & Crestani, 2016)

2.4 Summary

This chapter presented the main approaches that addressed the Sentiment Reason Mining task.
Representative literatures were reviewed to understand each approach, with focus on the Sentiment
Variations’ Reasoning methods, namely the Event Detection, FB-LDA, and Tracking Sentiment

Spikes.

Sentiment Reasoning through Aspect-Based methods is useful, especially in products and services
domains when features of the target can be identified in advance. Supervised-Learning methods are
also useful for limited number of applications where a Reason-Annotated Corpus can be created,
however the performance of such methods is relatively low, though they demand a lot of resources

for data annotation.

Topic Models play main role in Sentiment Reasoning, especially when they are combined with proper
visualization dashboards. However, fine-tuning these models to achieve accurate results faces
genuine challenges, like identifying the number of topics in advance and selecting the right
hyperparameters’ values. Next chapter will examine main approaches of Sentiment Variations’

Reasoning using real-life datasets.
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Chapter 3 : Background Work on Sentiment Variations’ Reasoning
Methods”

To address main research questions RQ (1) to RQ (9), which are listed in Section 1.2, two Twitter
datasets are analyzed: First one is a pre-annotated dataset in the domain of airlines services, and the
second is a time-stamped unlabeled dataset in the domain of products. We manually labeled the
sentiment polarity and its possible reason for the second dataset.

3.1 Experimental Setup

We used a Dell Inspiron 7370 laptop with Intel® Core™ j7-8550U CPU @ 1.99 GHz Processor,
Installed RAM is 16.0 GB (15.8 GB usable), Windows 10 Home version 20H2 64-bit operating
system. Python version 3.8.3 is used with Jupyter Notebook server version 6.1.4.

To apply Topic Modeling on the “Apple Tweets” dataset, we imported LdaMallet from Gensim
model’s wrapper with default hyperparameter settings, and we turned on the “optimize interval”

option, which optimizes hyperparameters every 10 training iterations.

3.2 Datasets

The first dataset is the famous US Airlines Twitter Dataset (Crowdower, 2015). It was scrapped from
Twitter in February 2015 for customer reviews of six US Airlines. Each tweet is labeled with its
either negative, neutral, or positive sentiment polarity. The dataset contains 9,179 negative tweets,
which were further categorized based on main reason behind sentiment, whenever that reason is
explicitly mentioned the text. This dataset is used here only to address the 1% research question and
to confirm our observation about Explicit and Implicit Reasons, whereas the second dataset, which

we manually annotated, is used to address all research questions.

The US Airlines Twitter Dataset is considered a relatively small-size dataset, however we selected it
because it includes the Neutral Sentiment labels. Unfortunately, the available large-size Twitter
datasets do not include the Neutral Sentiment labels.

The second dataset, “Apple Tweets”, is extracted from the Stanford Twitter Dataset, which contains
467 million tweets for a period of seven months from 01-Jun-2009 to 31-Dec-2009. The extractors
of the dataset estimated that it contains 20-30% of all public tweets of the mentioned period (Kwak
et al., 2010). From this dataset, all tweets about “Apple” for the period from 30-Jun-2009 to 03-Jul-
2009 were extracted. After deleting all non-English tweets, we manually labeled the sentiment
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polarity of each of the remaining 7,079 tweets, which include 1,733 negative, 2,873 neutral, and
2,473 positive tweets.

We selected the large-size Stanford Twitter Dataset so that we can compare our results later with Tan
et al. (2014) who had chosen the same dataset to test their FB-LDA model.

3.3 Explicit Reasons

By analyzing the reasons/categories of negative tweets in the US Airlines dataset — see Fig. 20 —it is
noticed that 87% of the negative tweets explicitly indicate the reason behind negative sentiment
inside the tweet’s text. However, given that the US Airlines dataset does not include reasons for

positive tweets, the second dataset is used to address positive sentiment cases.

For the “Apple Tweets” dataset, all positive and negative tweets were analyzed, then we manually
labeled the concluded reason behind sentiment. Fig. 21 shows that the reason for positive/negative
sentiment is explicitly mentioned inside the text of the tweet for more than 95% of the subjective

tweets.
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Figure 20: Sentiment Reasons in US Airlines Negative Tweets
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Figure 21: Implicit vs Explicit Sentiment Reasons in ‘Apple” tweets
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Hence, most of subjective tweets explicitly indicate reasons of sentiment. Automatic detection of
these explicit reasons would certainly help decision-makers to understand opinions imbedded inside

tweets.

3.4 Aspects

To analyze sentiment variations over time, negative “Apple” tweets were segregated, then we
aggregated the manually labeled sentiment on daily basis by counting the number of negative tweets
per day. Fig. 22 shows the daily sentiment level for all Apple’s 1,733 negative tweets from 30-Jun-
2009 to 03-Jul-2009. The figure shows a major negative spike spreading over both 2" and 3 of July

2009 with around 127% increase in negative sentiment level on 02-Jul-2009.

30-Jun 01-Jul 02-Jul 03-Jul
Figure 22: Number of Tweets inside Apple’s negative sentiment spike
We analyzed the labeled reason candidates and manually identified the top 6 topics which have had
highest number of tweets, as shown in Table 2. The distribution of each topic throughout the four

days is shown in Fig. 23.

By manually extracting the discussed topics for each day, a genuinely good idea about the top reason
candidates for the expressed sentiment could be taken. In practice, Topic Modeling techniques are
used to extract these reason-candidates instead of labeling them manually, and the topic models’

parameters are fine-tuned to provide coherent topics which can be easily interpreted by a human.

Some of the identified reason candidates — like Overheating and Vulnerability - can be categorized
as “Aspects” of our target, Apple. However, majority of these candidates are events that cannot be

defined as “Aspects” or “Features” of Apple.
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R-: ative
Sentiment
SN. Reason
Candidate

Sample Tweet

I | Overheating “Apple 1Phone 3G 5 Overheated When Running CPU-Intensive Applications”

[E*]

NVIDLA ‘Apple may drop NVIDLA chaps in Macs following contract fight’

3 | App Rejection *Apple Reject iKaraoke app, then files a patent for karacke a player”

‘Child pom shows up m an WPhone app, mghhghtmg Apple’s mabihiy to

4 | Child Pon regulate App Store content’

5 | Vulnerability ‘Mot good: Apple patching serious SMS vulnerability on iPhone’

6 | Biore Shooting “Woman hospitalized afier shooting at Apple Store”

Table 2: Reason Candidates for Apple’s Negative Sentiment

0
100 #3 Overheating #3 Overheating #3 Overheating #3 Overheating
' #4NVIDIA #4NVIDIA #4 NVIDIA #4 NVIDIA
200 #3 App Rejection #6 App Rejection ®#6 App Rejection #5 App Rejection
$5 Child Porn $5 Child Porn $5 Child Porn
-300 #2 Winerability #2 Vulnerability
#1 Store Shooting
-400
-500
-600
Tweets
Count
30-Jun 01-Jul 02-Jul 03-Jul

Figure 23: Topics Evolution inside Apple’s negative sentiment spike

Therefore, an Aspect-Based method would not be suitable for capturing reason candidates like “Store
Shooting” or “Child Porn” because it is extremely hard for any Machine Learning algorithm to learn
these events from a dataset, whatever large that dataset is. Hence, Aspect-Based method cannot

always capture reasons of sentiment for products and services domains.

3.5 Topic Frequency

For “Apple Tweets”, the number of tweets of each reason candidate throughout the 4 days period
were counted. Table 3 shows that for 30-Jun-2009, “Overheating” has had the highest number of
tweets. Therefore, identifying the highest frequency topic as the reason candidate would work well
for this case. However, by analyzing the topics’ counts of the next day 01-Jul-2009, you can notice
that “Overheating” topic still has the highest number of tweets, however identifying it as the main

reason candidate for the negative sentiment variation would be inaccurate because its number of

34



tweets has only increased by 3 tweets from the previous day, whereas the emerging topic of “Child
Porn” earned 17 new tweets on 01-Jul-2009. Therefore “Child Porn” is certainly the main reason for
the jump of the negative sentiment level on 01-Jul-2009 although it does not have the highest count

of tweets. Hence, main reason for a sentiment spike does not always have the highest topic frequency.

Reason Tweets Count Tweets Count | Tweets Count Tweets Count

S Candidate | 30-Jun-2009 | 01-Jul-2009 02-Jul-2009 03-Jul-2009
1 Overheating | 24 | 27 | 131 | 92
2 NVIDIA | 1 | 1 | 71 12
3 App Rejectionl 4 | 3 | 24 5
4  Child Pomn | 0 | 17 | 92 17
5 Vulnerability | 0 | 0 | 144 102
6 ggjﬁng 0 0 0 287

Table 3: Count of Topic Tweets for Apple’s Negative Sentiment

By analyzing the big sentiment level spike which spreads over both 2" and 3™ of July 2009, you may
notice that the topic which got the maximum number of tweets in this period was the “Store
Shooting”, although this topic did not exist at all on 02-Jul-2009 when the spike happened. This
confirms our above-mentioned conclusion that the main reason for a sentiment spike does not always
have the maximum count of tweets/documents. Obviously, the “Vulnerability” Emerging Topic is
the main reason for the spike as it did not exist before 02-Jul-2009.

3.6 Events

As shown in Fig. 22, there is no major change in overall “Apple Tweets” sentiment level on 01-Jul-
2009, therefore Tracking Sentiment Spikes’ method would not capture this small sentiment variation.
As a result, the strong “Child Porn” reason candidate would neither be captured nor analyzed, which
reveals an empirical gap in the Reason Mining method of Tracking Sentiment Spikes’. The same can
be concluded for the Event Detection method as both days of 30-Jun-2009 and 01-Jul-2009 did not
have major increase in any of the discussed topics. This indicates that the Event Detection method

cannot address the Reason Mining task for the sentiment level change on 01-Jul-20009.
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3.7 Emerging Topics

In the above subsections, we concluded that the Emerging Topic of “Overheating” is the reason
candidate on 30-Jun-2009, the Emerging Topic of “Child Porn” is the reason candidate on 01-Jul-
2009, the Emerging Topic of “Vulnerability” is the reason candidate on 02-Jul-2009, and the
Emerging Topic of “Store Shooting” is the reason candidate on 03-Jul-2009. This proves that
detecting the highest frequency Emerging Topic is an efficient measure for concluding the main
reason for a major sentiment variation. Therefore, it makes sense to employ the Foreground-

Background Topics method for the Reason Mining task.

3.8 Topic Visualization

To examine the role of Topic Visualization in the Sentiment Reasoning task, Fig. 24 is drawn to show
the count of “Apple Tweets” for each topic over time. The figure clearly demonstrates that the
“Overheating” topic was dominant during the first two days before the emergence of the
“Vulnerability” topic on 02-Jul-2009. Although the “Vulnerability” topic significantly declined on
03-Jul-2009, the overall negative sentiment level was maintained because of the emergence of the

“Store Shooting” topic.

03-Jul-09

Figure 24: Topics Evolution inside Apple’s negative sentiment spike
It is therefore evident that Topic Visualization does genuinely enhance our understanding of the

Sentiment Reasoning.

3.9 Sentiment Spikes
For “Apple Tweets”, Fig. 25 is drawn to show the trends of “Overall Negative Sentiment”, the
“Vulnerability” Topic, and the “Store Shooting” Topic. This figure represents a real-life example

where a major negative sentiment reason — on 3" of July 2009 - did not cause any additional spike in
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overall sentiment level. The main reason for this steady-state sentiment level is the decline of some

other old/background topics. Hence, sentiment variation reason does not always cause a spike in the

overall sentiment level.
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Figure 25: Overall Negative Sentiment vs Top Reason Candidates

3.10 Topic Models

To monitor both Sentiment Trends and Topics Trends in details, the counts of manually labeled

“Vulnerability” and “Store Shooting” tweets were aggregated on hourly basis as shown in Fig. 26.

This visualization indicates the correlation between overall sentiment level and the trends of both

topics. On 02-Jul-2009, the overall Sentiment Level was clearly controlled by the trend of the

Vulnerability topic, whereas on 03-Jul-2009 the “Store Shooting” took control.

Hourly sum of Negative tweebs

£
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Tweets
Count

“SMS W, y" manually labeled tweets

Figure 26: Negative Sentiment Level vs Manually Labeled Topics
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Figure 27: Negative Sentiment Level vs LDA Topics

To address the 8™ research question, instead of using our manually labeled topics or reason
candidates, a practical LDA Topic Model is used to check if similar results could be obtained by
employing Topic Modeling methods. MALLET (McCallum, 2002) package is used in our
experiment with Python wrapper to apply LDA with Gibbs Sampling on our “Apple Tweets” dataset.
Our experiment filtered the topics numbers which represent the “SMS Vulnerability” and “Store
Shooting” topics along with the count of documents for each topic. Fig. 27 shows remarkably similar
trends compared to the trends of the manually labeled topics. Hence Topic Modeling and Topic
Visualization techniques can provide reasonably efficient results for interpreting the reasons of
sentiment levels. However, human judgement would be necessary for correlating the outputs of Topic

Models and the Trend of Sentiment Level.

In general, when applying Topic Models, we identified the following main challenges that should be

carefully tackled to obtain best possible results:

1) Number of Topics: Except for Hierarchical Topic Models, there is a need for identifying the
number of topics’ setpoint in advance. The accuracy and coherence of the model’s outputs rely
on the setting of this setpoint.

2) Topic Coherence: Common practice is selecting the Number of Topics that gives highest
Coherence Scores. However, low number of topics may merge similar topics together, even when

Coherence Scores are high. This may cause misjudgment for human analysis. Furthermore,
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merging similar topics would make it difficult to identify Emerging Topics correctly as these may
merge with old topics.

3) High Number of Topics: To avoid manual selection of number of topics, Hierarchical Dirichlet
Process (HDP) can be used. However, HDP tends to give relatively high number of topics as it
identifies main topics and sub-topics. Such high number of topics needs extra human effort for
analysis. Moreover, these sub-topics would be mistakenly identified as Emerging Topics if they

appear during the Foreground period.

3.11 Foreground-Background Topics

For an automatic correlation between topics and sentiment level, we concluded that Emerging Topics
Detection is the most efficient method for interpreting public sentiment variations. Therefore, to
answer our 9™ research question, FB-LDA Model is applied on the same “Apple Tweets” dataset.
First, our dataset is segregated into two groups of tweets. The first group represents the Foreground
period —i.e., the sentiment variation period - from 2" to 3" of July 2009. The second group represents
the Background period which consists of all tweets that appeared on 30-Jun-2009 and 01-Jul-2009.
Fig. 28 demonstrates the Foreground-Background split.

0
100 #3 Overheating #3 Overheating #3 Overheating #3 Overheating
i #4 NVIDIA #4 NVIDIA #4 NVIDIA #4 NVIDIA
2200 #6 App Rejection #8 App Rejection #6 App Rejection #5 App Rejection
$5 Child Porn $5 Child Pom $5 Child Porn
-300 #2 Vuinerability | #2 Vulnerability
#1 Store Shooting
-400
-500
-600
Tweets < Background >< Foreground >
Count

30-Jun 01-Jul 02-Jul 03-Jul

Figure 28: FB-LDA Foreground and Background Periods

As there is no clear guideline for setting the number of topics for the FB-LDA Model, we tried both
settings of 2 topics and 5 topics. Fig. 29 shows that the FB-LDA model successfully detected the two
emerging topics when the Number of Topics setpoint is 2, however the model added three
old/background topics when the setpoint is increased to 5 topics. This shows that the FB-LDA Model
is efficient in extracting the reason candidates for sentiment variations, provided that the right number
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of emerging topics is selected. Nevertheless, we noticed that sometimes the Topic Keywords of FB-

LDA Emerging Topics include few words from the Background/old topics.
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Figure 29: Impact of Number of Topics’ Setting on FB-LDA
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For instance, the word “Overheat” was listed among the Topic Keywords of the “Store Shooting”
topic. RCB-LDA Model was also introduced to ranks the reason candidates. It should reduce the
negative impact of wrong setting of Number of Topics for the FB-LDA model because it provides
the rank of each emerging topic based on its contribution to the sentiment level. However, the
accuracy of the ranking model still relies on the setpoint of the Number of topics because it may
assign high rank for low popularity Emerging Topics if the model merges them with other topics due

to low value of this setpoint.

The developers of FB-LDA used a simple method to detect sentiment variations. They tracked the
result value of (POS/NEG) and (NEG/POS), where POS is the sum of positive tweets, and NEG is
the sum of Negative Tweets. Whenever the result value increases by 50%, they assume a major
negative/positive sentiment variation. The main advantage of this calculation method is avoiding
possible misleading indications of sentiment spikes when high numbers of documents are detected
just because of a sampling problem from the data source, or an impact of certain occasions like
weekend periods, when some people are more likely to use Twitter. However, this method suffers

from few shortcomings:

1) It identifies false major variations when quantities of both Positive and Negative tweets are too
small.
2) It fails to identify major Positive and Negative variations in case both Positive and Negative

events occur during the same period.
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3) It identifies false Positive variation identification in case number of Negative tweets declines or

reduced without any increase in Positive tweets.
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Figure 30: Proposed Sentiment Variations’ Detection Method

Therefore, to avoid the above-mentioned limitations, we recommend that the (POS/NEG) calculation
should be combined with the condition of a major increase in the Positive Sentiment Level. The same
is applicable for the (NEG/POS) calculation as shown in Fig. 30.

3.12  Summary
This chapter examined the base methods of Sentiment Variations’ Reasoning which we presented in
Chapter 2.

Reason Mining methods help decision-makers to interpret public sentiment levels and their changes
over time. Our experiments used two different real-life Twitter datasets to prove that most of
subjective tweets explicitly mention the reason for positive/negative sentiment, therefore extracting

the topics of the tweets is a useful measure for interpreting sentiment levels.

To extract the reasons of a specific sentiment, Aspect-Based methods provide useful outputs in the
domains of products and services. However, we manually annotated a real-life Twitter dataset to
demonstrate that Aspect-Based methods are not efficient when reasons for sentiment are events, even
in products domain. Our experiments also showed how Topic Modeling and Data Visualization
methods are helpful for carrying out the Reason Mining task. However, both methods require human

judgement when main reason candidates are not the highest frequency topics.

For the Sentiment Variation’s Reasoning task, our experiments demonstrated that the Foreground-
Background Emerging Topic Detection method is an efficient approach for interpreting public

sentiment variations. We also spotted a research gap for both Event Detection method and Tracking
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Sentiment Spikes method as shown in real-life examples from Twitter where major sentiment reasons
sometimes neither create Topic Spikes nor cause Sentiment Spikes. Furthermore, by applying FB-
LDA Model on a real-life example, we could obtain good results when the number of topics' setpoint
is selected correctly, however the authors of the FB-LDA model did not articulate clear guidelines
for setting the number of topics. Moreover, the keywords of the FB-LDA Emerging Topics
sometimes include words related to Background/old topics. Finally, we proposed an enhanced
method for detecting Twitter sentiment variations to avoid the shortcomings of existing FB-LDA

sentiment variations' detection method.
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Chapter 4 : Frameworks for Emerging Topic Detection”

4.1 Introduction

Finding the right hot scientific topic is a common challenging task for many students and researchers.
To illustrate, a PhD student should read a large number of scientific papers on a specific field to
identify candidate emerging topics before proposing a dissertation. This time-consuming exercise
usually covers multiple years of publications to spot evolution of new topics. During the last two
decades, multiple techniques were introduced to handle similar tasks, wherein large sets of
timestamped documents are processed by a text mining program to automatically detect emerging
topics. In this chapter, we focus only on those techniques that employ Topic Models, which use
statistical algorithms to detect topics that appear in texts. Topic Models treat each part of data as a
word document. A collection of word documents forms a corpus. Topics can usually be predicted
based on some similar words that appear inside each document. Therefore, each document may
consist of multiple topics, whereas its dominant topic is the one which is discussed more inside that

document.

Some Topic Models are non-probabilistic, like the Latent Semantic Analysis (LSA) (Deerwester et
al., 1990) and the Non-Negative Matrix Factorization (NMF) (Lee & Seung, 1999), whereas other
Topic Models are probabilistic, like the Probabilistic Latent Semantic Analysis (PLSA) (Hofmann,
1999) and the Latent Dirichlet Allocation (LDA) (Blei et al., 2003).

LDA is one of the most used Topic Models because of its good performance and ability to produce
coherent outputs for many applications (Alattar & Shaalan, 2021a). LDA represents each document
by a distribution of fixed number of topics. Each one of these topics is represented by a distribution
of words. Fig. 31 shows a graphical LDA model, which includes three levels of representations.
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Figure 31: Latent Dirichlet Allocation (LDA) Model (Lee et al., 2018)
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Figure 32: Smoothing impact of LDA hyperparameter Alpha (Hansen, 2016)

Corpus-level representation uses hyperparameters a and 8, which are sampled once when a corpus is

generated. The document-level representation’s variables are 6m, which are sampled once for each
document. The word-level representation’s variables are Zm,n and Wmn, which are sampled once for

each word. Given that m is the number of documents in a corpus, and n is the number of words in a

document, then D is the document number m in the corpus, whereas &m is the multinomial

distribution which includes Dm in the latent topic Zm.

The hyper-parameter o for this distribution follows the Dirichlet distribution. “K” represents the

number of topics which can be either statistically calculated or selected manually be the user. qun IS
the words’ multinomial distribution for K topics. This distribution has the hyper-parameter § which
follows the Dirichlet distribution. Probability of the word W, is decided by p(Wmn|zmn, B).

Tuning LDA hyperparameters is important for obtaining accurate results. In general, Alpha (a)
decides mixture of topics inside a document, whereas Beta (B) decides mixture of words for each
topic. For instance, increasing Alpha would increase mixture of topics (Hansen, 2016). Fig. 32 shows
example of Wikipedia article on Mitt Romney, which demonstrates the smoothing impact of
hyperparameter Alpha. When Alpha is low, wight is assigned to one topic, whereas weight gets

distributed among topics when Alpha is high.

Regular Topic Models like LDA use unsupervised learning techniques that are designed to discover

discussed topics within text, however they do not have mechanisms to distinguish between old and
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new topics. As a result, some approaches were developed by various researchers to address the

Emerging Topic Detection problem.

4.2 Topic Modeling Base Methods

Given that our research work focuses only on identifying Emerging Topics when two documents are
compared, we shall not address here other Emerging Topic Detection problems, like Event Detection
for identifying burst topics. In our research problem, an Emerging Topic may exist inside few
documents only, and it may not cause a surge that can be discovered through Event Detection
techniques. Furthermore, we shall not address the Citation-Based Emerging Topic methods which
create clusters from datasets then analyze topics that appear in each cluster. Manual labeling of
citation information for each document would require additional human efforts, and our research
focuses on detecting all Emerging Topics at an early stage even before they receive high number of

citations.

In the following subsections, we briefly address three main Topic Models that are still being used to
handle Emerging Topic Detection. These models are the Dynamic Topic Model (DTM), the Partially
Labeled Dirichlet Allocation (PLDA), and the Foreground-Background Latent Dirichlet Allocation
(FB-LDA). Later, we test these models on a real-life dataset to examine their performance, then we

introduce our proposed Filtered-LDA frameworks to overcome limitations of existing models.

4.2.1 Dynamic Topic Model

DTM was developed to examine evolution of topics inside a large set of documents. It is a
probabilistic time series model that utilizes multinomial distribution to represent topics. Unlike static
models, posterior inference for a dynamic model is intractable, therefore DTM utilizes wavelet

regression and Kalman filters to approximate inference (Blei & Lafferty, 2006).

Blei & Lafferty (2006) applied DTM on a large set of Science Journal documents from year 1880 to
2000. They presented the results of both wavelet regression and Kalman filters separately. Both
approximation methods could track the variation of target topic frequencies over time, with
differences related to smoothing some topic curves and spikes due to dissimilarities in these

approximation methods.
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In practice, a DTM program divides the complete time span into multiple time points, and the
specified number of documents are detected for each time point. During training process, the program
keeps adding a new document to analyze, and finally, the output produces distribution of each topic
over the series of time points. Fig. 33 shows a DTM as used by tomotopy Topic Modeling toolkit,
where documents are split into two time slots: first time slot includes Background documents which
represent old documents, whereas second time slot includes Foreground documents which represent

newer documents. Documents can be divided into multiple number of time slots.
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Figure 33: Dynamic Topic Model (DTM)

Given that DTM limits its topic discovery to the prespecified number of topics, it keeps tracking
these topics until the end of the time series. Therefore, in case a new topic emerges after reaching
this prespecified number, it is expected that DTM will not be able to detect this new topic. Increasing
DTM number of topics does not help its ability to detect emerging topics because the algorithm tries
to detect same number of topics from each timeslot. We shall demonstrate this limitation later in

Section 4.4 through an experiment.

4.2.2 Partially Labeled Dirichlet Allocation

PLDA was introduced to enhance human interpretability of Topic Models’ outputs. PLDA is a semi-
supervised model, which utilizes available manual topic labels for part of a set of documents. The
model scans documents and links discovered topics with their associated label. It also identifies topics
that are not represented by any label. Ramage et al. (2011) applied PLDA on a large set of PhD
dissertations dataset, and it could group discovered topics according to the prespecified labels.

Moreover, it could also identify those topics which are not represented by any label.

Fig. 34 shows a PLDA Model as used by tomotopy Topic Modeling Toolkit, where labels are
provided for the Background documents, which represent old documents, then the model would be

trained on the unlabeled Foreground documents, which represent newer documents’ set.
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By using PLDA for solving the Emerging Topic Detection problem, new topics should be detected
once the user knows the labels of old topics. This technique looks promising, however when you
analyze its mechanism, you realize that discovered unlabeled topics are mainly the global topics

which exist in most of the documents.

As a result, it is not expected from PLDA to efficiently detect Emerging Topics when these are only
discussed locally in some documents. This expectation shall be validated later in Section 4.4 through

an experiment using a labeled dataset.
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Figure 34: PLDA for Background and Foreground document

4.2.3 FB-LDA Topic Model

FB-LDA Model aims to discover emerging topics when two sets of documents are compared. The
first set of documents is called the Background, whereas the second set is called the Foreground. The
Foreground documents appear during the Foreground period in which we are interested in identifying
Emerging Topics that did not appear in the past. The Background period is the period which ends
just before the start of the Foreground period, and its duration is double of the Foreground period.
FB-LDA Model detects new topics from the Foreground after removing all topics that are discussed

in the Background.

FB-LDA utilizes regular LDA Model with Gibbs Sampling to detect topics from both Background
and Foreground documents. However, after identifying the topics of the Background documents, it
starts classifying the Foreground topics based on their similarity with the Background topics. If a
Foreground topic is not similar to a Background topic, it is identified as an Emerging Topic. Fig. 35
shows a representation of FB-LDA Topic Model. This technique can also be applied to timestamped
document sets by slicing the time span into either equal or unequal time slots, then detecting the new

topics from any given Foreground timeslot when compared to Background time slots.

Tan et al. (2014) applied FB-LDA on a set of timestamped scientific paper abstracts by splitting them
into two groups. The first group represents the recent abstracts which were written during the last 3
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years in the dataset, whereas the second group includes the rest of abstracts which were written during
the earlier 10 years. Then FB-LDA was used to discover the hot scientific topics which are discussed

in the Foreground set, but not discussed in the Background set.

In this chapter, we shall repeat the same experiment of the developers of FB-LDA to analyze its

outcomes. We shall also apply FB-LDA on an additional dataset to verify our findings.

Background —_j]l . t .
documents & A U

¥ 7 ‘ Emerging
Topics

- ETr

1

Foreground Elj|
documents
¢k (B

Figure 35: FB-LDA Model

4.3 Datasets

For our experiments, we shall use two different medium-size datasets. The first one is the ACM
SIGIR dataset (Tan, 2018) which we selected so that we can compare our results with Tan et al.
(2014) who selected the same dataset to test their FB-LDA model. It consists of 924 scientific paper
abstracts about Information Retrieval separated into two groups as illustrated in Table 4. First group
represents Background period from year 2000 to 2009, whereas second group includes Foreground

documents from year 2010 to 2012.

(a) ACM SIGIR No. of Abstracts

Background
(Years 2000-2009) 839

Foreground 294
{Years 2010-2012)

(b)

Business  Entertainment  Food Graphlcs Historical

(100 docs) (100 docs) (100 doca) (100 docs) (100 docs)
Technology Sport Space Politics Medical
(100 docs) (100 docs) (100 docs) (100 docs) (100 docs)

Table 4: Datasets (a) SIGIR and (b) 10Newsgroups
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Figure 36: Distribution of ACM SIGIR 2000-2012 documents
We manually labeled the timestamp of each abstract by recording its publication year using a simple
Google Scholar search for each paper title. Fig. 36 shows distribution of abstracts from year 2000 to
2012, where Background documents are from year 2000 to 2009, whereas Foreground documents
are from year 2010 to 2012.

To categorize the topics which are discussed in SIGIR dataset, we read all the 924 abstracts, and we
manually labeled the dominant topic of each abstract. As explained earlier, each document consists
of multiple topics, and each topic has its own probability inside that document. The dominant topic
for each document is that topic which has the highest probability. We ignored topics that do not
appear in more than 3 abstracts because these do not represent a scientific trend. Finally, we grouped

all SIGIR abstracts based on their common labels as follows:
Background topics which also appear in Foreground:

e User Behavior

e Question Answering

e Search Engines Queries

e Relevance Feedback

e Recommendation Items

e Average Precision Evaluation Metrics
e Learning to Rank

e Image Retrieval

e Web Search Pages
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Background topics which do not appear in Foreground:

e Topic Detection and Tracking Event
e Document Clustering

e Language Translation Models
Emerging topics which mainly appear in Foreground:

e Search Result Diversification

e Feature Space Hashing
e Social Network Twitter

e Search Result Cache Invalidation

e Temporal Indexing

Given that— in practice — an Emerging Topic could appear in one or two papers during Background

period, we kept such topics in the Emerging Topics list if they appear at least in 3 documents during

the Foreground period. For example, we consider Temporal Indexing as an Emerging Topic because

it appears in 3 abstracts during Foreground period, although it also appears once in the Background

period.

The second dataset is the 10Newsgroups (Lang, 2008) which includes 1000 classified news

messages on 10 different topics as shown in Table 4. The second dataset is used for examining the

ability of base methods to detect emerging topics by manually splitting the 10Newsgroups documents

into two sets. First set represents Background documents, and second set represents Foreground

documents. We randomly selected documents from two topics that represent Emerging Topics and

inserted these documents in the Foreground group only.

10Newsgroups Background

Business  Entertainment Food
(50 docs) {50 docs) (50 does)

Technology Sport Space
(50 docs) {50 docs) (S0 docs)

Graphics
(50 docs)

Politics
(50 docs)

Historical
( 0 docs)

Medical
( 0 docs)

Business Entertainment Food
(50 docs) {50 docs) (S0 docs)

Technology Sport Space
(50 docs) {50 docs) (50 docs)

Graphics
(50 docs)
Politics
(S0 docs)

10Newsgroups Foreground

Historical
(50 docs)

Medical
(50 docs)

Table 5: Background & Foreground of 10Newsgroups dataset
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Multiple combinations of Emerging Topics are used to verify our findings. For example, Table 5
shows the split of Background and Foreground documents, wherein we included Historical and

Medical documents only in the Foreground.

4.4 Experiment Using Base Methods
We used the datasets of Section 4.3 to perform Python experiments for analyzing outputs of the three
base methods: DTM, PLDA, and FB-LDA.

4.4.1 Experimental Setup
We used a Dell Inspiron 7370 laptop with Intel® Core™ j7-8550U CPU @ 1.99 GHz Processor,
Installed RAM is 16.0 GB, Windows 10 Home version 20H2 64-bit operating system. Python version

3.8.3 is used with Jupyter Notebook server version 6.1.4.

We applied DTM on SIGIR dataset by splitting it into two timepoints: Time #0, which includes all

scientific abstracts from year 2000 to 2009, and Time #1, which includes all abstracts from year 2010

Before applying the Topic Modeling algorithms, we used Genism library to carry out simple text
normalization and data preprocessing steps which include (1) stripping html tags, (2) removing
accent characters, (3) expanding contractions, (4) removing special characters, (5) removing digits,
(6) removing extra new lines, (7) removing extra white space, (8) removing stop words, (9)
lowercasing each word (10) tokenization, wherein sentences and words are extracted from each
document, (11) lemmatizing words by converting all verbs to present tense and grouping different

forms of a noun to a common form, and (12) stemming which reduces each word to its root.

To apply DTM and PLDA, we used Python wrapper for tomotopy, which is a Topic Modeling Tool
written in C++ based on Gibbs-sampling. For FB-LDA, we used the Python Gibbs-sampling
implementation program (Tan, 2018), which is provided by the developers of FB-LDA.
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4.4.2 Dynamic Topic Model

Topic No. Time Slot #0 Time Slot #1
Topic# 0 t=0: company service look want start t=1: back user way company day
Topic # 1 t=0: minute need company european want | t=1: launch party day back army
Topic# 2 t=0: next call help give firm _t=1: help day number com need

Topic#3 | t=0: much part face firm look | t=1: force run second want great
Topic# 4 t=0: cup bit way call part t=1: power give second low three
Topic # 5 t=0: cup call mobile need write t=1: day service battle party three
Topic# 6 t=0: minute big business day program t=1: next base food launch list
Topic#7 =0: minute three user country problem t=1: way general party plan since
Topic# 8 t=0: uk need place tool number t=1: great want information need
Topic# 9 t=0: uk next day market need t=1: food way give help ally
Topic# 10 | t=0: give tell run minute much t=1: party back call early army
Topic# 11 | t=0: large uk service help business =1: graphic com army general next
Topic# 12 | t=0: second report help minister give t=1: com food nasa want base
Topic# 13 | t=0: uk information service program report t=1: great write number food information
Topic# 14 | t=0: expect call issue tell end t=1: look way help force party
Topic# 15 | t=0: three cup cut look part t=1: give information party cost look
Topic# 16 | t=0: report test cup need end t=1: food army give general run
Topic# 17 | t=0: give week call need great t=1: still day plan write force
Topic # 18 | t=0: give country look back tell t=1: write give much second day
Topic# 19 | t=0: next service company user run t=1: plan information force great company

Table 6: DTM Results for 10Newsgroups dataset

Topic No. Time Slot #0 Time Slot #1

Topic # 0 =0: new system text algorithm such t=1: two users framework proposed This
Topic # 1 t=0: new This these learning used t=1: such leaming different propose users
Topic # 2 t=0: new not it between language t=1: proposed propose more large present

Topic# 3 t=0: more This system each these t
Topic# 4 t=0: This Web new propose has
Topic# 5 t=0: Web Our new learning different
Topic#6 | t=0: text such has users more
Topic# 7 t=0: two propose such text users
Topic# 8 t=0: not text this system more

1
1

1

1: different This Web problem more
t=1: users propose Web it two

t=1: different propose evaluation not task
-1: users different two evaluation other
1: propose users such different it

1: users Web more it over
1
1
1
1
1
1
1
1

—

-
min|pnfmw n Il

o

Topic# 9 =0: use text systems new has : has proposed two text problem
Topic # 10 | t=0: This not different these it t=1: users different propose proposed effectiveness
Topic# 11 | t=0: problem terms propose has use _t=1: problem different their has it

Topic 7 # 12 =0: propose systems ThlS proposed evaluation
Topic # 13 | t=0: This more such system has

Topic # 14 =0: different new system Web evaluation
Topic # 15 | t=0: two This system different such t=
Topic# 16 | t=0: Web text has new different t=

-

-
niu II

1: has propose proposed users it

: users more these This between

: users proposed propose different these
: propose more different such proposed
: users such different into proposed

~

Table 7: DTM Results for SIGIR 2000-2012 dataset
We applied DTM on SIGIR dataset by splitting it into two timepoints: Time #0, which includes all
scientific abstracts from year 2000 to 2009, and Time #1, which includes all abstracts from year 2010
to 2012.

The number (K=17) is selected as we are aware that the number of main topics in the dataset is 17
based on our manual labeling process. Our program ignored topics which do not appear in more than
3 documents. However, as shown in Table 6, DTM failed to detect any Emerging topic. A similar
result was obtained when number of topics was doubled to become (K=34).
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We also applied DTM on the 10Newsgroups dataset by splitting it into two timepoints: Time #0,
which includes all Background documents of Table 5, and Time #1, which includes all Foreground
documents of same table. We selected (K=10) as we are aware that the number of main topics in the
dataset is 10. However, as shown in Table 7, DTM also failed to detect any Emerging topic. A similar
result was obtained when we doubled number of topics to become (K=20). These two experiments
on DTM confirm our expectations that DTM cannot detect Emerging Topics when these do not

appear in the background time slot.

4.4.3 Partially Labeled Dirichlet Allocation

The methodology of this experiment is to provide the labels of background dataset, hoping that PLDA
will be able to detect unlabeled topics in the Foreground dataset. We provided the labels of
Background documents to PLDA, then we applied it on the Foreground dataset, which includes
Emerging Topics in addition to Background topics.

For the 10Newsgroups dataset, we selected (K=10) for the number of PLDA topics as we are aware
that the number of main topics in the dataset is 10. However, as shown in Table 8, PLDA failed to
detect any Emerging topic as none of the new unlabeled topics is related to Historical or Medical

topics.

Although PLDA is good for tracking all topics which are detected during the training process, its
detection of unlabeled topics failed to discover Emerging Topics as it could only detect new sub-

topics that are related to labeled topics.

Labeled Topic Unlabeled New Topic
Label business: turn economy put must foreign | New Topic 0: hope decision charge leave open
Label entertainment: article champion athens money together | New Topic 1: trial green possible product even
Label food: list salt turn let process New Topic 2: cross concern begin combine lot
Label graphics: salt fail satellite hour ask New Topic 3: hour list cover general official
Label politics: athens hit biair global ask New Topic 4: share google event little future
Label space: astronaut leave poiice indoor recenﬂy New Topic 5: google four risk almost return
Label sport: sport meet thank major cook | New Topic 6: athens hope live serve third
Label technology: speed economy google comedy ban New Topic 7: chicken far google hand support

New Topic 8: move beat comment video salt
New Topic 9: continue miss list something concern

Table 8: PLDA Results for 10NewsGroups dataset
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4.4.4 FB-LDA Topic Model

We applied FB-LDA on the 10Newsgroups dataset and selected (K=10) as the number of topics. As

clear from Table 9, the model could detect Emerging Topics successfully, however the keywords of

60% of detected topics do not belong to emerging Historical and Medical topics.

No. FB-LDA Topic Keywords

power just city ac iphone point green view john announced

medical article medicine writes know disease heaith effect dont case

data avallable ftp Image graphics email contact file anonymous package

image van polygon het editing line een xv pat vote

european fime good best mark place jump long took form

soviet hitler jJapan li japanese moscow union general iphone japans

war germany august world battle france great soviet russian north

food foods people study blood chocolate risk like help levels

united russia states july austriahungary 1939 june tand 28 verdun

10| film best festival anclent awards oscar films award box wheat

Table 9: FB-LDA (K=10) Results for 10NewsGroups dataset (correct Emerging
Tonics are marked in areen)

No. FB-LDA Topic Keywords

1| war german british germans germany army august french battie military

2 | food like dont Image peopie |ust writes article help study

3 | daia available fip graphics email image film line program Information

Table 10: FB-LDA (K=3) Results for 10NewsGroups dataset (correct
Emeraina Topics are marked in areen)

ey Research Topic FB-LDA Top Words
1 Exploiting Users’ Behavior Data Behavior Search Model User Click Log Session Data
2 Probabilistic Factor Models for Recommendation User Recommandation Person Interest Facet Factor Latent
3 Search Resull Diversification Result Search Vertical Diverse Diversify Subtopic Show
4 Query Suggestions Query Search Suggest Engine Log Reformulation Predictor
5 Quality of User-generated Content Label Quality Book Crowdsource Select Flaw Impact Sample
6 Twitter Stream Mining Stream Twitter Context Tweet Entity Toponym Context-aware
7 Image Search and Annotation Image Visual Attribute Estimate Face Privacy Flickr Facial
8 Search Result Cache Invalidation Time Result Temporal Cache Evaluate Update Invalidate
9 Temporal Indexing Coliect Index Time Web Structure Temporal Archive Time-travel
10 Hashing for Scalable Image Retrieval Retrieval Hash Example Code Method Propose Application

Table 11: FB-LDA results for SIGIR dataset derived from (Tan, et al., 2014). We marked the correctly detected
Emerging Topics in green color.

For example, the keywords of the first topic belong to the Technology topic, whereas the keywords

of the third topic belong to the Graphics topic. Furthermore, we noticed that the word “phone” from
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the background Technology topic appeared in the emerging Historical topic. When number of topics

is reduced to 3, the model could detect only one Emerging Topic as shown in Table 10.

In our experiment, FB-LDA is also applied on SIGIR dataset by selecting (k=10) as the number of
topics, and we could obtain similar results to the ones published by the developers of FB-LDA as
shown in Table 11. However, it is noticed that 50% of detected topics are not Emerging Topics. As
a result, we conclude that FB-LDA can detect some of the emerging topics when number of topics is
selected correctly, though the developers of FB-LDA did not provide clear guidelines for selecting
the setpoint of number of topics. However, the output of FB-LDA showed some Background topics
most of the time, and in few cases, it also showed a Background word along the top keywords of an
Emerging Topic.

4.5 Filtered-LDA Model

Our experiments of Section 4.4 revealed that both DTM and PLDA could not detect emerging topics
from our two datasets efficiently, whereas FB-LDA could do the job with some limitations. In this
section, we introduce our novel model to overcome limitations of base methods. We called the new
model “Filtered-LDA” as it directs its Topic Modeling components to filter out old topics and keep

new topics only.

Fig. 37 presents the proposed Filtered-LDA Model, which attempts to emulate human approach for
discovering new topics from a large set of documents. A human would first skim through all
documents to isolate the ones which he/she thinks they contain new topics. Then he/she would only

go through the isolated set of documents to identify high-frequency emerging topics.

With this simple technique, the impact of isolation/clustering errors would be insignificant because

the wrongly classified documents would not be among the high-frequency emerging topics.

Full Dataset
(Background & Foreground) Stage-1 Stage-2 Stage-3
Normalize Text & Filter Out Auto Calculate Topics Fllter docs by Keeping
I Foreground No-Emerging- j=={ Number for Best Perplexity ==l only Foreground docs
Words documents & Apply Topic Model with Emerging Topics
Emerging Topic Over Time Auto Calculate Toplcs Reduce Impact
Topics G & i==4 Number for Best Coherence }a===d of Major Background
Visualization & Apply Topic Model Words
Stage-6 Stage-5 Stage-4

Figure 37: Filtered-LDA Model
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Nevertheless, this novel model introduces additional measures to ensure high performance of

Emerging Topic Detection by genuinely reducing the chance of detecting old topics.

First stage of the model aims to reduce number of Background topics from the Foreground documents
to minimum by ignoring all Foreground documents that do not contain new words when compared
to Background documents. In practice, Emerging Topics could appear once or twice in the
Background document set, but they do not appear as a trend in the Background duration. The
threshold of the number of documents that represent a trend is a variable that shall be defined by the
user. For instance, if a user is looking for a completely new topic that never appeared in the
Background, then the threshold setpoint is 0. However, if a user accepts Emerging Topics even if
they appear once or twice in the Background then the threshold setpoint is 2. In our experiments, we
selected multiple options of hot trend threshold between 0 to 10, and we could achieve consistent

results with accuracy above 90%.

The first stage of the model also ignores words that have low frequency in the Background
documents. This aims to reduce possibility of mixing Foreground Emerging Topics with Background
Topics due to presence of some low frequency words in the Background dataset. Second stage uses
Topic Modeling for clustering topics in the complete dataset. To select optimum number of topics
for the Topic Model, usually number of topics that gives highest Coherence Score is selected. As
explained by Roder, Both, & Hinneburg (2015), there are multiple methods for measuring the topic’s
Coherence Score, and the Cv measurement showed the best performance. Therefore, in our

experiments we select the Cv measurement which uses a sliding window, normalized Pointwise

for LOA Maliet (Dag of Woed Cohwrance Scones for LDA Mallet (TE-100

Figure 38: Topic Models’ Coherence Scores curves for SIGIR Dataset
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Mutual Information (NPMI), and the cosine similarity. However, we noticed that highest Coherence
Score does not guarantee best representation of dataset. Fig. 38 shows an example in which Topic
Models are used to analyze our SIGIR dataset. We know from our manual review of the dataset that
the minimum number of topics is 17 as explained earlier in Section 4.3. However, regular Topic
Models that use Bag of Words (BoW) text representation showed highest Coherence Scores for topic
numbers that are much lower than 17. For instance, Gensim LDA showed highest Coherence Score
when (K=8), which means that remaining 9 topics would not be captured. Hence, at this stage, we
shall select the number of topics “K” that makes our model more fit for the test dataset or the held-
out data without caring much about the human interpretability of the model because this output is not
the one which will be finally presented to the user. Therefore, this stage focuses on the Perplexity
Score of the Topic Model, rather than focusing on the Coherence score. There are multiple ways for
carrying out Stage-2 task efficiently. We shall propose two different options of frameworks that can

ensure good clustering performance for our model.

Third stage identifies all topics that do not have documents in the Background dataset and topics that
form a trend in Foreground dataset but do not form a trend in Background dataset. As explained
earlier, the number of documents that represents a trend is a variable that the user shall select in
advance. For our experiment, a trend or a hot topic shall be discussed at least in 3 documents. As a
result, the output of stage 3 is all Foreground documents discussing topics that do not represent major
Background topics. To ensure that keywords of major Background topics do not appear in the
Emerging Topics keywords, the fourth stage filters out high frequency Background words from the

obtained Foreground documents of third stage.

Fifth stage automatically selects optimum number of topics “K” for the filtered Foreground
documents by calculating the Coherence Scores for a wide range of “K” values so that the output of

the Topic Model at the sixth stage can be easily interpreted by the user.

Final stage presents detected Emerging Topics in multiple forms including drawing Topic Over Time
curves, topic keywords list, topic keywords’ Wordcloud, visual representation of topic probabilities,
visual representation of topic similarities and overlap, and finding the most representative document
for each topic. Automatic topic labeling (Mei et al., 2007) is also used at this stage to select best few
keywords that represent the topic. This ensures better interpretation of discovered topics and that the

user can monitor evolution of topics over time.
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45.1 First Framework

Low Perplexity score for a model ensures that it represents the held-out data well (Yarnguy &
Kanarkard, 2018), hence “K” that gives a low LDA Perplexity score shall be selected for Stage 2 of
the model. However, to reduce the computational power requirements for this step, an alternative
method is chosen by using the Hierarchical Dirichlet Processes (HDP) as shown in Fig. 39 which
presents the first framework. HDP has low Perplexity scores regardless of the number of topics (Teh
et al., 2004) when compared to LDA as shown in Fig. 40.

“Num. of Topics™ K1
Igantity Dominant | ___
| LDA Topic tor Each
Document
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Documents
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E Text have Identity Dominant —
i Y 2 ) "
E"v:"g:g | LDA Topic for Each  ee—gp c°"\:':t:"c°
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Figure 40: Comparison of LDA and HDP Perplexity
(Limsettho et al., 2014)
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Topic Model

Figure 41: Topic Models’ Coherence Scores for

SIGIR Dataset at K=20
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Moreover, HDP also provides good Coherence Scores when compared to other models as shown in
the example of Fig. 41 in which we compared various types of Topic Models. It is noticed that HDP

scores are higher than Models that use BoW text representation.

Employing HDP for the second stage also solves the problem of manual selection of the number of
topics “K” as HDP automatically calculates optimum number of topics for the document set.
However, the precision of HDP Model depends on the selected Term Weighting Scheme (TM)
(Wilson & Chew, 2010), therefore a comparison for these schemes shall be carried out for the dataset,

and the TM that provides highest Coherence Score shall be automatically selected.

We selected LDA Model for the actual clustering work because we could achieve slightly higher
accuracy using LDA when compared to HDP results. Similar findings were confirmed earlier by the
work of Limsettho et al. (2014).

Cascaded LDA models are used to look at the dataset from multiple distances by choosing different
value of Alpha hyperparameter for each LDA block so that Emerging Topics would not be merged
by mistake with other old topics due to wrong smoothing factor. We used in Fig. 39 three cascaded
LDA models, one with low Alpha (0=1), second with medium Alpha (0=50), and third with high
Alpha (a=100). These settings are used with Gensim wrapper for Mallet toolkit. Of course, cascaded
LDA block can have additional LDA models to cover wider range of Alpha, including very high
settings. In case program speed is not important for an application, we recommend using high number
of cascaded LDA that covers wide range of Alpha settings to enhance the zooming effect of the

model.

A simple Confidence Voting process follows the output of cascaded LDA to select those documents
that appeared multiple times. To illustrate, if a document is identified as an Emerging Topic’s
document at the output of LDA Models of both low Alpha and Medium Alpha, it shall be considered

as an Emerging Topic’s document.

Afterwards, high frequency Background words are removed from all selected documents to ensure

that final Emerging Topics do not use common Background keywords.

Next stage includes a standard LDA Model with optimum Coherence score as described earlier in

Stage 6 of the model.
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Finally, Topic Over Time is drawn using LDA calculated probabilities for topics during each time
slot. Each document is automatically labeled with a single topic based on its dominant topic which
has the highest probability in that document. Then each topic is tracked over time based on the
number of documents where it has highest probability.

To implement the framework, Python is used along with multiple packages including Gensim
(Rehurek, 2021) for Topic Modeling, and pyLDAVvis for topic visualization. Given that current
Gensim version supports only Variational Bayes Sampling for LDA, we used Python wrapper for
Mallet (McCallum, 2002) toolkit to implement LDA with Gibbs Sampling because it showed better
results as illustrated in Fig. 40. We also used Python wrapper for tomotopy toolkit to implement HDP
and automatic topic labeling.

To test the framework, experiments are carried out on both SIGIR and 10Newsgroups datasets. For
the HDP Model in Stage 2, the Term Weighting Scheme that provides highest coherence score for
the model is automatically selected to ensure good precision. For example, in Fig. 41, the Inverse
Document Frequency term weighting TM IDF showed highest coherence score for the SIGIR dataset
when compared to the Pointwise Mutual Information term weighting TM PMI and the TM ONE

which considers every term equal.

The automatic numbers of topics “K” for HDP at Stage 2 for SIGIR and 10Newsgroups datasets were
100 and 92 respectively, whereas the number of LDA topics “K” at Stage 5 were 5 and 2 respectively.
Table 12 shows the Emerging Topics of both datasets.

[ Year of Most
(a) Topl ! Topic Keywords ‘ Title of Most Representative Abstract Ropresantative
No,
e T e e s e e e L S e e L L e | Abstract |
1 1 dwarsification, lopc, improve, search, foadback V(}c:mhuung mglicit and explicil topic regresentalions for resull diversification | 2012
2 | large, leature, image, siindarity, hashing | Integrating hierarchical feature selection and classifier raining for multi-lsbed image annotation. | 2011
3 | engine, index. cache, framework, Invalidstion | Online result cache Invaiidation for real-lime web search 2012
4 | _social, twitter, stream, entity, tempornd | TwINER: named antity recognition i targsted twtter siream 2012
5 | Indax. temporal. search, queries, collachions | fcrrpnml index sharding for space-time nf";::an:y in archive saarch | 2011
Topic | ¥
(b) No. l Topic Keywords Most Representative Document begins with:
I= 1 | Disease uv.:dr.:vrxu: dllul'ml.xvu, '!I:\‘{U‘ d'1 ug ‘ "«r\; El;;j]urld f&h,v.:lya! Jouna n 71 9&4 ran :lv‘r:erhuudu'g "?\]m;!y DL-'gt:nl of D.u:;-i:.c; are not Trcglu‘bk:ruy D:ugh .
2 suslia, war, german, ally, ot Workd War |, &iso called Fest Woeld War or Greal War, an international conflict thal in 191418 embroded mos!

Table 12: Framework #1 Emerging Topics for (a) SIGIR and (b) 10Newsgroups Datasets

All detected 5 Emerging Topics for SIGIR dataset do not appear in the Background documents.
Furthermore, the detected two Emerging Topics for the 10Newsgroups dataset represent both

Historical and Medical Emerging Topic trends.
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To verify our results, we repeated our experiment using different selections of Emerging Topics for
10Newsgroups dataset with different number of documents varies between 25 to 100 documents, and
we could achieve similar results as all detected topics were always Emerging Topics, however the
number of Emerging Topics varied each time because of inclusion of sub-topics that belong to
Emerging Topics.

By repeating our experiment for SIGIR dataset, we noticed that the Temporal Indexing topic is
sometimes replaced by another Emerging Topic that do not form a trend in the Foreground dataset.
Given that there are only 3 documents in the Foreground dataset that discuss this topic, and that some
of its keywords are similar to other indexing topics in the Background, the model was merging it
with Background topics during some of LDA runs. We could avoid this problem by reducing the
threshold of a trending topic from 3 to 2 documents, therefore the user should consider reducing the

desired threshold by 1 or 2 documents when setting the hot trend’s variable.

45.2 Second Framework

As shown in Fig. 42, instead of representing input documents by Bag of Words, the second
framework uses Term Frequency—Inverse Document Frequency (TF-IDF) representation of texts as
an input for the Topic Model in the second stage. Blei & Lafferty (2009) indicated that using TF-IDF
for LDA may enhance the speed of the model because it reflects in advance how significant a word
is to a document in the dataset. Fig.41 shows that Coherence Scores for Topic Models with TF-IDF

are generally higher than other models that use BoW representation.

To select the number of documents “K” for our TF-IDF LDA Model, Perplexity and Coherence
scores are monitored while automatically increasing the model’s number of topics. At each number

of topics, the number of Emerging Topics that only appear in Foreground documents is checked.
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Figure 42: Emerging Topic Detection Filtered-LDA Framework #2
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Figure 43: 10Newsgroups Perplexity & Coherence Scores for LDA with TF-IDF

Finally, the system automatically selects the number of topics that produces maximum number of
documents that contain Emerging Topics because this represents the state in which the model
performs best clustering. In other words, it is the state when the model represents the test data well.
It is also noticed that the model has a good Perplexity score at this setpoint.

For the 10Newsgroups dataset, Fig. 43 shows the curves of Perplexity scores, Coherence Scores, and
the number of Emerging Topics against the setpoint of the number of topics “K”. The optimum
number of topics that provides maximum number of documents with Emerging Topics is 99, whereas

the number for SIGIR dataset increased to 100 topics.

Topic Yoar of Most
Topic Keywords Title of Most Representative Abstract Representative
(a) no. |
Abstract
|1 | Code, hashing, binary, bit, teach i | Sedf-Tavght Hashing for Fast Similarity Search o ) | 2010
| 2 Clickthrough, attribute. position. conceptual, photo Where |5 who large-scale photo retreval by faciaf attributes and canvas layout | 2012
|3 | Stream, tweet, twitter, replication, alocation | TWwiNER: named entty recognition in targeted twitter stream | 2012
4 Diversification, redundancy, exphcl, formal, diversily | Exphoit relevance models in intent-oflented information retneve diversification | 2012
5 | Cache, invalidation. updale, stale. cached | Caching search engina results over micremental indices ! 200
(b) 1::‘: Topic Ke rels Rep tive Ab begl ith:
1 german, army, force, ally, division | The final offensive on the Western Front It was evenlually agreed among the Alked commanders
2 | war hlar, saviet, world, say | World War |, siso called First Work! War or Grast War, an nlemational confict that in 1814-18
3 | disease, starnative, medical, adu. compartment | posier tor being Wreated by 8 Ncensed physician for 8 disease that did not exist. Calling this physician

Table 13: Framework #2 Emerging Topics for () SIGIR and (b) 10Newsgroups datasets

As shown in Table 13, the output of 2" Framework for SIGIR dataset includes 5 Emerging Topics,
however the Temporal Indexing topic was not detected as it was merged with a Background topic.
Instead of Temporal Indexing, a fifth Emerging Topic is detected although it does not represent a
trend. For the 10Newsgroups dataset, the Framework could detect both Emerging Topics successfully

without adding any Background topic, however the Historical topic appears twice in the output.
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4.6 RELATED WORK

As clarified earlier, our research work addresses capturing Emerging Topic when two sets of
documents are compared, therefore research work related to Event Detection and Tracking is not
really relevant to our work as the task of our frameworks is not detecting bursts of events only, but

to detect Emerging Topics even when they are not among the top popular topics.

Erten et al. (2004) visualized temporal patterns to detect Emerging Topics using citations and
relations between documents from conference proceedings of Association for Computing Machinery
(ACM). Their proposed visualization method identifies gradually fading topics and fast-growing
topics. It detects the highest five frequently words that are used in the papers’ titles. However, it is
not easy to apply this technique on other unlabeled datasets as it utilizes the ACM special

classification of labeled papers to discover the research emerging topics in each year.

Le, Ho & Nakamori (2005) introduced a model to discover scientific trends from academic articles.
The model employs both Hidden Markov Models (HMMs) (Rabiner, 1989) and Maximum-Entropy
Markov Models (MEMMs) (McCallum et al., 2000), and it could achieve a maximum accuracy of

58% when tested on 100 papers.

The developers of FB-LDA Model applied it on the application of scientific trend detection. Their
model could discover Emerging Topics when applied on SIGIR dataset. However, many old topics
were also detected among the Emerging Topics of FB-LDA. Furthermore, the developers of FB-LDA

did not provide clear guidelines for selecting the variable “K”.

Shen & Wang (2020) used the VOSviewer software, the Lookup tool of MS Excel, and the Charts of
M S PowerPoint to track topics related to the Perovskite Solar Cell (PSC). However, their approach
requires manual tuning of the threshold related to minimum term's occurrences. Furthermore,
Emerging Topics are visually detected by the user in this approach as it did not propose any
mechanism to automatically articulate detected topics. A similar topic visualization approach was
proposed by Swan & Jensen (2000), Havre et al. (2002), Van Eck & Waltman (2010), Vorontsov et
al. (2015), and Fedoriaka (2016).

Some other Emerging Topic Detection methods are domain- specific, hence their performance on
other domains is unknown. For example, Bolelli, Ertekin, & Giles (2009) proposed an LDA-Based
model using Segmented Author Topic through inserting the temporal ordering inside CiteSeer

research papers. Like PLDA, their model divides the duration of the publications into multiple time
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slots, it applies LDA on the first time slot, then it tries to correlate the topics of other time slots with
the LDA topics of the first time slot. Morinaga & Yamanishi (2004) introduced a model using a
standard clustering process to examine the variations in time of the detected components to monitor
Emerging Topics. However, their method relies on an email collection of documents, which makes
it difficult to evaluate their model’s performance on other domain of documents, like research papers.
Behpour et al. (2021) could avoid such domain-dependency limitation by introducing a temporal bias
to the clustering process and they could improve the sharpness of topic trends, which means that they

could enhance the model’s ability to discover Emerging Topics.

Marrone (2020) used an entity linking approach to examine topic popularity in a set of Information
Science Journal’s papers. This approach uses a knowledge base to link word strings to entities, then
it automatically identifies topics based on entity mentions. Multiple indicators are used to identify
which topics are active. Although this approach could solve the problem of identifying the number
of topics for standard Topic Modeling methods, it has a limitation of relying on rapidly growing
topics. This makes this approach closer to the Event Detection methods which cannot identify

Emerging Topics before they form a surge in the topic’s pipeline.

4.7 Summary

In this chapter, we described three main base methods for Emerging Topic Detection, then we
introduced two new frameworks, which could achieve better results when compared to base methods.
The new frameworks could not only detect most of Emerging Topics successfully from both SIGIR

and 10Newsgroups datasets, but they could also block old trends and major background topics.

The 1% framework can zoom into the text by varying the value of Alpha hyperparameter to detect
trending topics, even when they appear only in few documents. Such low frequency topics could be
merged with other background topics when a fixed value of Alpha is selected, or a low number of

topics is specified.

The 2" framework uses LDA with TF-IDF text representation, which showed higher Coherence and
lower Perplexity scores when compared to standard LDA Models with BoW text representation. As
a result, good topic clustering could be achieved without the need of applying cascaded LDA blocks
and varying the value of Alpha hyperparameter. However, the computational cost of the 2"
framework is still higher than the 1% one because of the automatic search for maximum number of

documents that contain a dominant Emerging Topic. Furthermore, unlike the 1st framework, the 2"
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one failed to capture the Temporal Indexing topic for the SIGIR dataset, which gives an advantage

to the 1% framework.

The proposed Emerging Topic Detection model is general and can be applied to other applications

where two sets of documents are compared to discover new topics. We shall use the new model in

Chapter 6, where Emerging Topic Detection is used to interpret sentiment variations for a large

Twitter dataset.

Table 14 summarizes the results of our experiments in this chapter.

MODEL Emerging Topic Detection for Emerging Topic Detection for
SIGIR Dataset 10Newsgroups Dataset
DTM Not detected Not detected
PLDA Not applicable (Labels are not available for | Not detected
this dataset)
FB-LDA 50% of detected topics are not Emerging | 66% of detected topics are not Emerging Topics
Topics
Filtered-LDA 100% accuracy, all Emerging Topics are | 100% accuracy, all Emerging Topics are detected,
(1% Framework) detected, no old topic is presented. no old topic is presented.
Filtered-LDA 80% accuracy, 4 out of 5 Emerging Topics | 100% accuracy, all Emerging Topics are detected,
(2™ Framework) are detected, no old topic is presented. no old topic is presented.

Table 14: Comparing results of Emerging Topic Detection Models
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Chapter 5 : Sentiment Analysis for Short Texts”

5.1 Introduction

During the last four decades, many techniques were introduced to carry out the Sentiment Analysis
task, which aims to detect subjectivity and polarity of texts at sentence-level, document-level, and
aspect-level (Pang & Lee, 2008). The 1980’s witnessed significant research work on Sentiment
Analysis, like analyzing subjective and objective texts (Banfield, 1982), cognitive feature of
sentiments (Winograd, 1983), building affective lexicons (Clore et al., 1987). In the 1990’s, WordNet
(Miller et al., 1990), Part of Speech (POS) Tagging (Brill, 1994), Parsing Trees based on Statistical
Methods (Abney, 1996) (Manning & Schutze, 1999), directional interpretation
(positive/negative/neutral) of a given text (Jacobs, 1992), predicting the semantic orientation of
adjectives (Hatzivassiloglou & McKeown, 1997), and Fuzzy Model (Kruse et al., 1999) were

introduced for data mining and used for sentiment analysis.

With the beginning of the 21% century, research work on Sentiment Analysis witnessed major
enhancements. SentiWordNet (Esuli & Sebastiani, 2006) was published to provide a lexical resource
like WordNet but dedicated for Sentiment Analysis, and Sentic Computing (Cambria & Hussain,
2012) was used to raise Sentiment Analysis to a new level. Machine Learning techniques became
dominant in the Sentiment Analysis field. Majority of studies were carried out using Supervised
Learning techniques (Kumar & Sebastian, 2012) (Pang et al., 2002), However some Unsupervised

Learning techniques (Turney, 2002) could also achieve good results.
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Figure 44: Main Sentiment Analysis Techniques
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Bootstrapping method was presented to build lexicon of sentiments/subjectivity for languages that
do not have enough resources (Banea et al., 2008). Semi-Supervised Learning techniques (Dalal &
Zaveri, 2013) and Hybrid methods (Lu & Tsou, 2010) were also used by some researchers and
achieved good results.

Deep Learning techniques, including Recurrent Neural Networks (RNN), Convolutional Neural
Networks (CNN), and Deep Neural Networks (DNN) have also showed excellent results when
compared to other Machine Learning methods for Sentiment Analysis (Dang et al., 2020), especially
when Word Embedding (Mikolov et al., 2013) representation is used with the Deep Learning
algorithms. The Bidirectional Encoder Representations from Transformers (BERT) algorithm
(Devlin etal., 2019), which is a Neural-Network-based technique, has also shown good results when
applied on Sentiment Analysis. Fig. 44 summarizes the main techniques that have been used to handle

Sentiment Analysis so far.

With the emergence of social media, additional challenges faced the Sentiment Analysis task as
handling short texts requires special considerations. For instance, extracting sentiment from tweets
through Supervised Learning methods would need significantly large annotated multi-domain
datasets. As a result, Lexicon-based methods were found more efficient, so far, for handling short
texts’ Sentiment Analysis (Giachanou & Crestani, 2016a). Three Lexicon-based tools are still being
used frequently by various researchers to extract sentiment from short texts. These are SentiStrength
(Thelwall et al., 2010), TextBlob (Loria, 2020), and VADER (Hutto & Gilbert, 2014).

5.2 Twitter Datasets

To compare accuracies of Sentiment Analysis classifiers on tweets, we carried out experiments on
two different datasets. First one is the US Airlines Twitter Dataset (Crowdower, 2015), which is a
relatively small-size dataset that includes 14,640 tweets of customer feedbacks on six airlines. Each
tweet is manually labeled for positive, neutral, or negative sentiment. This dataset serves as a

Reference Dataset or a Gold Standard Dataset for comparing main classifiers.

We selected the US Airlines Twitter Dataset to train our classifiers because it includes Neutral
sentiment label in addition to both Positive and Negative labels. Unfortunately, larger labeled Twitter
datasets, like Sentiment140 Dataset (Go et al., 2009) that includes 800,000 Positive and 800,000
Negative tweets, do not include Neutral tweets, which are important for our experiment as we shall

exclude Neutral tweets from the Reason Mining task.
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Figure 45: Ground Truth Dataset main topics

Furthermore, we are not satisfied with the quality of Sentiment140 annotation as we could easily
identify many annotation errors. To illustrate, these short tweets are annotated as Negative: “Yup”,
“Me too”, “I see”, “At work”, “almost bedtime”, “currently at work”, “I want the new GG episode

already”, and “I love you, Buck”.

Second dataset is the large-size Stanford Twitter Dataset (STD-2009), which contains 476 million
tweets from 1% of June 2009 to 31% of December 2009. It is estimated that STD-2009 includes around
20-30% of public tweets during the mentioned 7 months period (Kwak et al., 2010). To compare our
Filtered-LDA results with the FB-LDA, we extracted all 643,264 English STD-2009 tweets that
discuss “Apple”, and 1,354,394 tweets that discuss "Obama".

For additional testing of Sentiment Analysis classifiers, we extracted a Ground Truth dataset from
STD-2009 by manually labeling positive/neutral/negative sentiment and the reason of positive and
negative sentiments for all the 5,082 tweets related to “Apple” from 30" June 2009 to 3™ of July
2009. The dataset includes 24.5% Negative, 40.6% Neutral, and 34.9% Positive tweets. It is used to
compare accuracies of main Sentiment Analysis classifiers on our real-life dataset. The same dataset
was used by Alattar & Shaalan (2021a) to demonstrate main shortcomings of existing Sentiment
Reasoning methods. We shall use the annotated sentiment reasons to test the performance of our
Filtered-LDA framework. Fig. 45 shows major variation on Negative sentiment level on 02" of July

2009 when compared to the previous two days. It also shows the highest frequency topics which were
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discussed on each day of the Ground Truth Dataset, wherein the SMS Vulnerability topic is the

Emerging Topic that caused major sentiment variation.

5.3 Experimental Setup

To select the highest performing Sentiment Analysis classifier for our Twitter dataset, (1) we
compare the accuracy of main classifiers on the US Airlines Twitter Dataset, and (2) we examine the
consistency of these classifiers when the domains of training dataset and testing dataset are different

by testing them on the Ground Truth dataset.

We used a Dell Inspiron 7370 laptop with Intel® Core™ j7-8550U CPU @ 1.99 GHz Processor,
Installed RAM is 16.0 GB, Windows 10 Home version 20H2 64-bit operating system. Python version
3.8.3 is used with Jupyter Notebook server version 6.1.4.

For text preprocessing and Sentiment Analysis classification, we used Python version 3.8.3 along
with multiple packages, wrappers, and libraries, including NLTK, Spacy, Pandas, Numpy, Sklearn,
Genism, Matplotlib, Torch, Transformers, Keras, Tensorflow, Sentistrength, TextBlob and
VaderSentiment. Word2vec representation is used for Deep Learning algorithms to enhance
classification accuracy (Dang et al., 2020). It learns word embeddings by using a 2-layer Neural
Network (Mikolov et al., 2013). The text preprocessing stage excludes all negation terms from the
stop-words-removal as these terms are important to conclude sentiment polarity. Emoticons are kept
when VADER is applied because it can assign sentiment levels to both Emoticons and words. For
other sentiment classifiers, Emoticons are automatically replaced by their Wikipedia meanings
(Wikipedia, 2021).
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5.4 Comparing Sentiment Analysis Classifiers

Fig. 46 shows the obtained accuracy for each classifier on US Airlines Dataset. For Learning-based
algorithms, 90% of the tweets were used for training, and 10% for testing. Same figure shows results
published by Dang et al. (2020) for applying Deep Learning algorithms using Word2vec

representation on US Airlines Dataset.
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Figure 46: Accuracy of Sentiment classifiers traine(\:i‘ and tested on same Twitter domain
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Figure 47: Accuracy of Sentiment classifiers trained on one domain and tested on a different Twitter domain
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Unfortunately, all Learning-based algorithms show totally different results when they were re-tested
on the Ground Truth Twitter dataset as shown in Fig. 47, where VADER provided highest accuracy,
followed by TextBlob. Due to lack of large Twitter dataset with annotated positive, negative, and
neutral sentiments so far, it is not possible to achieve high classification accuracy when Learning-
based algorithms are trained on a small single-domain Twitter dataset and tested on a different

domain.

In our experiments, many of these Learning-based algorithms produced excellent results when
trained and tested on the same domain of US Airlines’ customer feedbacks. However, when the same
trained models were tested on the domain of Apple products, they failed to achieve high accuracies.
Both VADER and TextBlob Lexicon-based methods produce more reliable outputs for Stanford
Twitter Dataset (STD-2009). Botchway et al. (2020) compared accuracies of multiple Lexicon-based
sentiment classifiers including VADER, TextBlob, SentiwordNet, and AFINN on Twitter, and they

also concluded that VADER outperformed other Lexicon-based tools
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Figure 48: Hourly aggregated Overall Sentiment for Ground Truth dataset using VADER vs Manual Annotation
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As explained by Hutto & Gilbert (2014), VADER (Valence Aware Dictionary for sEntiment
Reasoning) was developed to address sentiment classification challenges for social media texts. It
employs a mixture of Rule-based and Lexicon-based approaches. VADER identifies common
expressions, jargon, contractions, and terms. Furthermore, it accounts for grammatical structures, like

negation, punctuation, prevarication, and exaggeration, which are commonly used on Twitter.

Due to its simple mechanism, VADER does not require a lot of computational resources, thus its
speed is suitable for online Twitter processing. Moreover, unlike Learning-based algorithms, it does
not need training, therefore consistency of its performance is not seriously impacted by the
differences between domains of training and testing datasets. Hence, VADER shall be selected for
our Filtered-LDA Sentiment Reasoning experiments.

Fig. 48 and Fig. 49 show the hourly aggregated overall sentiment for VADER and TextBlob
respectively, when compared to the manually annotated sentiment for the Ground Truth dataset.
VADER could emulate major positive and negative actual sentiment variations, whereas TextBlob

looks biased to positive tweets.

5.5 Summary

In this chapter, we listed the main approaches for Sentiment Analysis, then we conducted two
experiments to select the best classifier for the Stanford Twitter Dataset. In the first experiment, we
trained and tested all classifiers on the US Airlines Twitter Dataset. In the second experiment, we
tested the same trained classifiers of the first experiment on the Ground Truth Dataset, which is

extracted from the Stanford Twitter Dataset.

Our experiments showed that Learning-Based classifiers could not perform well when they were
tested on a totally different domain. We believe that the main reason for this low performance is the
relatively small size of the US Airlines Twitter Dataset and the different domain of the Ground Truth
Dataset. Therefore, we decided to select VADER for our short-text Sentiment Classification because
it showed highest accuracy for the Ground Truth Dataset. VADER uses a mixture of Rule-based and
Lexicon-based approaches; therefore, it does not need any training. As a result, VADER’s

performance does not depend on the domain or the size of training datasets.

In the next chapter, we shall apply the selected Sentiment Classifier for short text, VADER, on the
large Stanford Twitter Dataset, and we’ll use our new Emerging Topic Detection model — which we

developed in Chapter 4 — to extract the main reasons for sentiment variations.

72



Chapter 6 : A Framework for Sentiment Reason Mining”

6.1 Introduction

Hundreds of millions of tweets are being posted every day to discuss various topics (Tighe et al.,
2015) like politics, products, news, celebrities, etc. This rich source of users’ feedbacks makes it
essential for many decision-makers to persistently monitor Twitter and other social media platforms.
Luckily, there are many software applications that can handle this task as illustrated in Table 15
examples. Such tools can monitor sentiment changes and spikes about specific targets, however, so
far, none of the available tools has taken a step ahead by extracting possible reasons behind these

sentiment variations.

Name Analyze “Live” Text Free Plan Visualization
MonkeyLearn No Yes No
IBM Watson Yes Yes No
Lexalytics Yes No Yes
MeaningCloud Yes Yes No
Rosette Yes No ‘No
Repustate Yes Yes No
Clarabridge No No No
Aylien Yes No No
SYSTRAN.io Yes Unknown No

Table 15: Some Sentiment Analysis software applications (Shakhovska et al., 2020)

Due to lack of specialized Sentiment Reasoning software applications so far, some users utilized
available Topic Visualization methods to track evolution of topics and visually correlate curves of
Topics Over Time with sentiment trends. For instance, Yin et al. (2020) attempted to interpret
changes of public sentiment towards Covid-19 on Twitter. They used Dynamic Topic Model (DTM)
(Blei & Lafferty, 2006) to monitor evolution of topics over time, then they manually linked some of
these topics to the changes of sentiments in Covid-19 tweets. However, given that there are more
than 8 million tweets in the studied dataset, it is hard to verify concluded reasons as they rely on
accuracy of the manually selected number of topics based on Coherence Scores of DTM. Moreover,
we shall show later that highest Coherence Scores do not guarantee accurate tracking of topics over

time.
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Some researchers decided to tackle the challenge of interpreting public sentiment and understanding
its changes over time. Nevertheless, Poria et al. (2020) predicted that Sentiment Reasoning will be
among the top future directions of Sentiment Analysis field. In this chapter, we focus on the problem

of automatic discovery of reasons behind sentiment variations on Twitter.
6.2 Related Work

As explained earlier, Sentiment Reason Mining aims to resolve two problems: first is finding the
reason for a sentiment, and second is interpreting sentiment variations. Many methods were
introduced to address the first problem, including Aspect-Based methods, Supervised Learning,
Topic Modeling, and Data Visualization (Alattar & Shaalan, 2021a). Though good research progress
has been made on this branch, only few researchers decided to tackle the second problem so far.
Three main approaches had handled interpreting sentiment variations. These are (1) Tracking
Sentiment Spikes, (2) Foreground-Background Latent Dirichlet Allocation (FB-LDA), and (3) Event
Detection.

Giachanou, Mele, & Crestani (2016) used SentiStrength (Thelwall, 2010) tool to monitor sentiment
level of tweets, then they used an outlier detection algorithm to discover sentiment spikes. Next step
includes applying LDA on the tweets of the spike to identify the topic that has highest frequency as

it is assumed this topic is the main reason for the sentiment spike.

Though this technique can identify reasons of sentiment variations in some cases, it is based on an
inaccurate assumption that major sentiment variations always cause overall sentiment spike (Alattar
& Shaalan, 2021a).

Moreover, this method relies on the accuracy of LDA for tracking evolution of Topics Over Time.
Fig. 50 shows an example where we applied LDA on a SIGIR dataset which contains 924 abstracts
from Information Retrieval subjects throughout the period from year 2000 to 2012. After we

manually labeled the topics of the dataset to identify the correct number of topics (K=17) which also

results engines query
2000 2003 2006 2009 2012

music twitter stream

2000 2002 2006 2009 2012

result diversifity diversification
2000 2003 2006 2009

vector measure hashing
2000 2003 2006 2009 2012

Figure 50: Topics Over Time for SIGIR dataset using dfr-Browser (Goldstone et al., 2014)
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Research Topics Top Words
1 Exploiting Users” Behavior Data Behavior Search Model User Click Log Session Data
2 | Probabilistic Factor Models for Recommendation | User Recommendation Person Interest Facet Factor Latent
3 | Search Result Diversification Result Search Vertical Diverse Diversify Subtopic Show
4 Query Suggestions Query Search Suggest Engine Log Reformulation Predictor
5 | Quality of User-generated Content Label Quality Book Crowdsource Select Flaw Impact Sample
6 Twitter Stream Mining Stream Twitter Context Tweet Entity Toponym Context-aware
7 Image Search and Annotation Image Visual Attribute Estimate Face Privacy Flickr Facial
8 | Search Result Cache Invalidation Time Result Temporal Cache Evaluate Update Invalidate
9 Temporal Indexing Collect Index Time Web Structure Temporal Archive Time-travel
10 | Hashing for Scalable Image Retreval Retneval Hash Example Code Method Propose Applicahon

QO00000000

Table 16: FB-LDA results for SIGIR dataset (Tan et al., 2014). We added the side labels
to mark the correctly detected Emerging Topics

ensured highest coherence score for the Topic Model. However, LDA failed to track evolution of
"Feature Space Hashing" and "Social Network Twitter" topics as both should not appear as research
trends before the year 2010. For instance, LDA trend shows Twitter topic in year 2003, though
Twitter platform was created only few years later. The method of Tracking Sentiment Spikes did not
consider necessary measures to avoid merging low-frequency new topics with old topics in LDA

output.

FB-LDA Model was developed by Tan et al. (2014) who manually analyzed real-life tweets on
certain targets and noticed that main reasons for sentiment variations are causally linked to Emerging
Topics. They traced variations of sentiment level to identify the Foreground period when variation
of aggregated sentiment ratio (Positive/Negative) or (Negative/Positive) reaches a high level of more
than 50%. Then they applied the FB-LDA model, which extracts all Foreground Topics, then it
analyzes the documents which appeared earlier in the Background period. The model examines
similarities between Foreground topics and Background topics, then finally extracts all Emerging
Topic, which are the Foreground topics that did not show high similarity with Background topics.

Topics
. Topic 1 Topic 1
" Topic 2 Topic 1 | Topic7.
__Topic3 | Topic3 Topic2 | Topicé | Topic3

 Topic4 | Topic4 | Topic4 | Topic3 Topic 2 Topic 4

Topic 5 Topic 5 Topic 5 Topic 4 Topic 3 Topic 5

Time

Background Period Foreground Period

Figure 51: Emerging Topics appear only in Foreground documents
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Fig. 51 simplifies the Foreground-Background topic categorization task, where detected Emerging
Topics are highlighted in green color. Final stage applies a Reason Candidate and Background LDA
(RCB-LDA) model to extract the most representative tweet for each Emerging Topic.

Tan et al. (2014) applied FB-LDA on the above mentioned SIGIR dataset which contains 924
abstracts from Information Retrieval subjects. The model managed to successfully handle the task of
detecting Emerging Topics that appeared during the last three years, however, as indicated in Table

16, many old background topics were also presented by the model along with Emerging Topics.

In addition to the above-mentioned limitation, FB-LDA does not have clear guidelines for selecting
the number of topics.

Event Detection method for analyzing sentiment variations was tailored by Jiang, Meng & Yu (2011)
who were inspired by the Topic-Sentiment Mixture (TSM) models (Mei et al., 2007) to trace abrupt
increases in document number for discussed topics, then correlate them with sentiment variations.
Their framework is called Topic Sentiment Change Analysis (TSCA). It uses a rule-based method to
extract sentiment, and Probabilistic Latent Semantic Analysis (PLSA) (Hofmann, 2009) to extract
topics from text. Though the Event Detection method showed reasonably good results when topics
are heavily discussed inside documents, it does not detect lower frequency topics which could be the

main reasons for sentiment variations (Alattar& Shaalan, 2021).
6.3 A Filtered-LDA Framework for Sentiment Reason Mining

Inspired by the FB-LDA Model, we introduce a Filtered-LDA framework, which aims to overcome
the four main limitations of FB-LDA by (1) Enhancing the topic categorization accuracy through
ensuring low Perplexity Score for the model and applying multiple settings of LDA hyperparameters
to perform a deep scan for discussed topics, (2) removing all documents that include old/background
topics to ensure that final output will include Emerging Topics only, (3) enhance the interpretability
of detected Emerging Topics by using the highest LDA Coherence Score and reducing the chance of

using words from old/background topics, and (4) use accurate sentiment variation criteria.

Given that our study focuses only on the Sentiment Reasoning task, we shall not propose a new
method for extracting sentiment level. Our experiment will use VADER for Twitter as concluded by
our experiments in Chapter 5. However, our proposed Filtered-LDA framework can work with any

Sentiment Analysis tool that produces acceptable sentiment classification results.

76



Normakize tweets
» St dwd tagn

Input

b

Outputs . ._{ ol P et —| et

ey g v
Apne

Bere-pompond 418 Laten 1r Lt O M) o
2 el e vo — 3 ¥a Fisd Mo ¢ Tegu's o
Wik zaton WZ that pves Hghet
Aavie SCoee Ko twmts Pt
Fext e Adiwua: 2= R Evwepoe o0
JRE BACK) e [y
Mgk ¥y Pats

. e R o= LOA

Figure 52: Sentiment Reason Mining Framework for Twitter

Fig. 52 shows the Filtered-LDA framework, which starts with a preprocessing step to normalize all
tweets. Removal of stop words shall exclude negation words like “Not” to ensure correct sentiment

classification for negated sentences.

Once Sentiment Analysis task is carried out, the system detects major sentiment variations. The
developers of FB-LDA used (POS/NEG) and (NEG/POS) ratios to monitor these variations, which
may result in false detection of major variations when numbers of both positive and negative tweets
are low, and when both positive and negative variation events occur during same period. Therefore,
we shall use the variation measurement method which is proposed by Alattar & Shaalan (2021a),
where the (POS/NEG) and (NEG/POS) peaks are combined with major increase in positive and
negative sentiment levels, respectively. Once sentiment variation period is detected, all tweets during

that period are labeled as Foreground tweets.

The Background tweets are those appeared before the start of the Foreground period. Similar to Tan
et al. (2014), we shall extend the duration of the Background period to be double of the Foreground
period to ensure that detected Emerging Topics are genuinely new. Longer Background periods can
also be used. Low-frequency words shall be removed from Background tweets to reduce the chance

of merging them with Emerging Topics.

The cleaned dataset is now ready for the first Topic Modeling process. To automatically select the
number of topics “K1” that guarantees best Perplexity Score, a Hierarchical Dirichlet Processes

(HDP) (Teh et al., 2004) is applied on the full cleaned dataset. Since the accuracy of HDP relies on
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its Term Weighting Scheme (TM) (Wilson & Chew, 2010), the system compares the Coherence
Scores of HDP using multiple TM, then it selects the TM that produces highest Coherence Score.
The framework compares three TM outputs; these are the Inverse Document Frequency term
weighting TM IDF, the Pointwise Mutual Information term weighting TM PMI, and the TM ONE

which considers every term equal.

Detected HDP topics shall be sent to the framework output stage to complement the main system’s
output of Emerging Topics. HDP topics give the user an overall picture about discussed topics during
Background and Foreground periods. All topics are ranked based on the number of tweets in which
they appear as Dominant Topics. The output shall also show for each topic the most representative
tweet wherein that topic has the highest probability. It shall also draw the curve of Topic Over Time
to track the evolution of topic inside both Background and Foreground periods. However, this output
shall be used for user support only as the clear demarcation of Emerging Topics is done after the
Cascaded LDA block.

The concluded number of HDP topics “K1” is used for the Cascaded LDA block which can include
high number of LDA Models with different Alpha hyperparameters settings. In our framework, we
used 4 LDA Models only as we could achieve good results with this number. Increasing the number
of models further in the Cascaded-LDA block slows down the program speed, though it also enhances

the Emerging Topic Detection performance.

Alpha (a) hyperparameter of LDA determines combination of topics inside a tweet, whereas Beta ()
hyperparameter determines combination of words for each topic. For example, if you increase the
value of Alpha, the combination of topics will increase (Hansen, 2016). Therefore, applying multiple
Alpha hyperparameters ensures better scanning of the tweets as it emulates reading these tweets from

multiple distances, which ensures better clustering for the topics.

Each model in the Cascaded LDA block is followed by a process of labeling each tweet by its topic
that has the highest probability inside that tweet. That Dominant Topic will be used in the next step

to decide whether that tweet belongs to Emerging Topics or Background Topics.

If a Dominant Topic’s tweet appears more than once in the Cascaded LDA outputs, it shall be
identified by the followed filter as an Emerging Topic’s tweet. This ensures high confidence of the
topic clustering process as the filtered tweet is categorized as an Emerging/Hot Topic’s tweet by

multiple values of Alpha hyperparameter.
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The Hot Topic filter defines the threshold of maximum number of Emerging Topic’s tweets that can
appear during the background period. This threshold is a variable setpoint, which is defined by the
User. For instance, if this threshold is set to 0%, all Emerging Topics shall be those that did not
appear in any Background tweet. In our experiments, we set this threshold to 5%. For instance, when
a topic appears in 100 tweets during Foreground period, it shall be considered an Emerging Topic if

it did not appear in more than 5 tweets during the Background period.

The output of the filter will be all Foreground tweets that are labeled by the system as Emerging
Topic’s tweets. These shall be applied to a final LDA Model that has high Coherence Score to ensure
interpretability of LDA outputs by a human.

The system uses multiple number of topics to automatically identify “K2” which produces the highest
Coherence Score for the Topic Model. Final stage includes multiple forms of Topic Visualization to
ensure easy human understanding of the Candidate Reasons for Sentiment Variations. Curves of topic
frequency over time are drawn by counting the number of tweets wherein a topic is identified as

Dominant Topic.

Automatic topic labeling (Mei et al., 2007) is also used to select few keywords that represent each
topic. Finally, the most representative tweet for each Emerging Topic is identified by selecting the

tweet in which an Emerging Topic has the highest probability.

6.4 Twitter Datasets

We shall use the large-size Stanford Twitter Dataset (STD-2009), which contains 476 million tweets
from 1% of June 2009 to 31% of December 2009. It is estimated that STD-2009 includes around 20-
30% of public tweets during the mentioned 7 months period (Kwak et al., 2010). We extracted all
643,264 English STD-2009 tweets that discuss “Apple”, and 1,354,394 tweets that discuss "Obama".

A Ground Truth dataset was used for Apple Tweets in Chapter 4 experiments to demonstrate the high
performance of Filtered-LDA when compared to FB-LDA. In the next section, we shall apply the

Filtered-LDA framework on all Apple and Obama tweets in STD-2009 large dataset.

We selected this dataset so that we can compare our results with Tan et al (2014) who had used the
same dataset to test their FB-LDA Model.
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6.5 Experiments for Finding Reason Candidates

As VADER has been selected for carrying out the Sentiment Analysis part, the Filtered-LDA is now
ready for analyzing STD-2009 tweets to interpret public sentiment variations related to the 643,264
tweets about “Apple” and 1,354,394 tweets about "Obama" from 1 of June 2009 to 31 of December
2009.

6.5.1 Experimental Setup
We used a Dell Inspiron 7370 laptop with Intel® Core(™ j7-8550U CPU @ 1.99 GHz Processor,
Installed RAM is 16.0 GB, Windows 10 Home version 20H2 64-bit operating system. Python version

3.8.3 is used with Jupyter Notebook server version 6.1.4.

MALLET (McCallum, 2002) wrapper for Gensim (Rehurek, 2021) is used to apply LDA with
optimized Gibbs Sampling (Yao et al., 2009) in our framework. We did not use standard Gensim
LDA although it is faster because it employs Variational Bayes sampling method (Hoffman, Bach &
Blei, 2010) which gave us lower Coherence Scores in our experiments. We used tomotopy toolkit to
apply HDP with Gibb Sampling and to utilize available Automatic Topic Label module (Bab2min,
2021a). For the Cascaded LDA, four different values of Alpha are used. Low (0=1), Medium (0=50),
High (a=100), and Very High («=200) values are selected to achieve zooming effect for LDA when
analyzing tweets. Lower Alpha values ensure capturing topics when tweets are represented by a
combination of few topics, whereas higher Alpha values capture topics when tweets are represented
by a combination of more topics.

APPLE APPLE OBAMA
Pos/Neg VAR > 50% |  Neg/Pos VAR > 50% P VAR > 50%
18-Jun-09
(/] 22-Jun-09 26-0ct-09
24-Jun-09 26-Jun-09 16-Nov-09
@ 01-Jul-09 v
% v, &
20-Jul-09 F’
26-Jul-09 v,
04-Aug-09 F/ e _OBAMA
06-Aug-09 @ | Neg/Pos VAR > 50%
31-Aug 09 P [ Shee
11-Oct-09
31-0ct-09 v
05-Nov-09 S
_ 18-Nov-09 “
Legend

@ conmect vanation Dates
I Comect Negative Vanation
B Correct Positive Varation

Table 17: Sentiment variation dates using criteria applied by Tan et al. ( 2014). We marked the correct
positive variation periods in green color, and the correct negtive variation periods in red color

80



6.5.2 Sentiment Variation Periods

The system

aggregates sentiment levels on daily basis by separately accumulating the number of

positive tweets, negative tweets, and overall sentiment wight which is the sum of positive tweets’

count minus

negative tweets’ count.

If the user of the system is interested in monitoring sentiment variations for either shorter or longer

periods, like hourly or weekly, then aggregation of tweets’ counts shall be calculated accordingly.

Fig. 53 and Fig. 54 show the sentiment curves of “Apple” and “Obama” respectively.
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Figure 54: Daily aggregated “Obama” sentiments using VADER

As shown earlier in Fig. 52, once the Sentiment Analysis is completed, positive and negative

sentiment variation periods are identified. Table 17 shows all sentiment variation dates using the
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measurement criteria of FB-LDA by identifying 50% peaks of (POS/NEG) and (NEG/PQS) ratios.
In the same table, we marked the correct sentiment variation dates using the criteria proposed by
Alattar & Shaalan (2021a), where major increase in positive and negative sentiment levels are also
considered in the measurement process. The unmarked dates in the table do not have major increase
in positive or negative sentiment levels although the (POS/NEG) and (NEG/PQOS) ratios are high,
which proves that our used criteria are more accurate. Only the marked dates are automatically
detected by the framework, which identified these days as Foreground periods. The two days before
each Foreground period are identified as Background periods.

6.5.3 Emerging Topic Detection

(a) [ Positive Var > 50% | ___Main Reason | Most Representative Tweet |
21-Jun Un-ock IPhone ’Phonc Apple ATAT - How lo ) jail break or unjock your iPhone , Break Free
29-Jun lvaersaI Phone Charger Apple Agrees To Adopt Micro-USB Phone Charger In Europe
| 06-Jul thro ijec f0rs col!! - Apple 1o Add Micro Projectors to iPhone and iPod Touch
| 10-Oct End of AT&T's Phone Exclusivity Why the End of AT&T's iPhone Exclusivity Would Be Good for Apple
(b) [Negative Var > 50% ~Maln Reason | Most Representative Tweet
{ 17-Jun Dnlayed launch of 05 3.0 BOOOOU' Apple has delayed the launch of iPhone OS 3.0 by a day: will now be released on Thursday
| 02-Jul SMS vulnerability Not good: Apple patching serious SMS vulnerability on iPhone
11-Jul Googm Slealing Applu S ldm:‘. Dooh - contentious! 'Why Google |s Stealing Apple's Ideas’
| 16 Jul Stopping Huners ads Applt mmm\oed Mic rosoft to stop its Laptop | Hum(-f-\ ad-;
| 28-Jul Blocking Google Voice app ‘,Auplg. Is Growing Roften To The Cove, Blocks Google Voice app from app store
L 01 Au) FCC nwostigales app rejec lxx»_ FCC ymks details on Gm)glo app mlz ction foe iPhone. | -«m m;mml Apple on nu‘. onu wlmout dnubl
03-Aug [rv- Schmidt Resians Enc Schmidt Rcs:gns from Apple's E Board of Dredms .
22-Sep _S'eallng M-crosoﬂ !:mpbovees ;HEYAIL WAR: Microsoft Cherry Picking Appée Store Empioyees J
02-Nov Killing Hackintosh Netbook Ils Apple Trying to Kil the Hackintosh Netbook? Snow Leopard 10.6.2 Ditches Atom CPU Support
28-Dec Dirty competition jPoor Pystar. Where's the healthy competition? if You Can't Beat Apple Sell T-Shirts [Revenge of Psystar!

Table 18: Filtered-LDA reason candidates for (a) positive and (b) negative “Apple” sentiment variations

(a) | Positive Var > 50% Main Reason } Most Representative Tweet
09-Oct Award of Nobel Peace Prize Pfejg@gpﬁlbagﬁa has been awarded the 2009 Nobel Peace Prize for his “extraordinary” diplomatic efforts. |
28 Nov \lole for Presidency’s 2nd term _go you' want President Obama In for 2 terms? just vole - let me public know and get & 5100 Vies giftcard |
10 Dec Obama 's speech at Nobel P‘GSDOEN Obama is qwmn hlS #rob»? peace prize soﬁecn ngh1 now rm up next ‘or my award n Cnemfst'v |
(b) ‘Negative Var > 50% | Main Roason [ Most Representative Twoot |
] 24-0Ocl Swine flu _Obama declares swine flu a national emergency
26-;);:; 'rera Anack Obama Ofdefs Helghtem.d Secumy Anel Suspcctc«! Tenov Ancmpt

Table 19: Filtered-LDA reason candidates for (a) positive and (b) negative “Obama” sentiment variations

For the final LDA Model, we selected the highest frequency Emerging Topic to represent main
Reason Candidate for each sentiment variation. Table 18 and Table 19 summarize the automatically
detected Reason Candidates. The most representative tweet for each Reason Candidate is also
identified through selecting the tweet wherein the Emerging Topic has highest probability. Such
representation was proposed in Tan et al. (2014), and it is useful for the user as it ensures better
understanding of topics. This is convenient for the user because of the short length of tweets. For
longer documents, we propose utilization of text summarization for the most representative
documents, which can be simply implemented by available tools like Gensim Summarizer, which
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employs proposed TextRank algorithm’s implementation method by Barrios et al. (2015), or the
BERT Summarizer (K-tahiro, 2021), which employs text summarization with Pretrained Encoders
(Liu & Lapata, 2019).

To verify concluded Reason Candidates, we manually examined the 78,672 tweets of all Foreground
and Background periods. We fully agreed with all proposed reasons, though we did not agree with
positive/negative sentiment classification for some tweets, which is expected because of the 74.5%
accuracy of VADER for this dataset.

Cnt | Reasons

275 | BREAKING Shooting at Arlington Apple Store! News Video via mashable. WTF.

191 | Apple Patching Serious SMS Vulnerability on IPhone. Apple is Working to Fix an il’hone.
179 | Apple warns on iPhone 3GS overheating risk.

101 | Apple may drop NVIDIA chips in Macs following contract fight.

87 | Child Porn Is Apple’s Latest iPhone Headache.

84 App Store Rejections: Apple rejects iKaraoke app then files patent for karaoke plaver.

Table 20: RCB-LDA reason candidates for sentiment variation towards “Apple” from Ist to 3rd of July (Tan et al., 2014)

Unlike FB-LDA, the Filtered-LDA framework ensures detection of Emerging Topics only as it
excludes all Background topics, and it applies better sentiment variation criteria to identify
Foreground and Background periods. Hence, it is not a surprise that Filtered-LDA concluded more
accurate reason candidates when compared to FB-LDA. Nevertheless, the developers of FB-LDA
also introduced the Reason Candidate and Background LDA (RCB-LDA) Model to rank the
candidate reasons. Table 20 shows an example of RCB-LDA results when applied to STD-2009

dataset.

Although RCB-LDA provides additional useful information for the user by showing the count of
Reason Candidate tweets, it could not provide an accurate picture about the actual reason for negative
sentiment variation towards Apple from 1% to 3" of July 2009. As clear from Fig. 45, the actual spike
of negative sentiment occurred on 2" of July when the Emerging Topic of “SMS Vulnerability”
appeared, whereas the Emerging Topic of “Store Shooting” started only on 3™ of July. Hence the
actual reason for sentiment spike is the “SMS Vulnerability”, which is detected successfully by the
Filtered-LDA framework as shown in Table 18-b. Moreover, the mentioned RCB-LDA count of

tweets for each reason candidate is also inaccurate.

For instance, the actual count of “iPhone Overheating” is 27 tweets on 1 of July, 131 tweets on 2"
of July, and 92 tweets on 3" of July, whereas RCB-LDA shows a total count of 179 tweets only.
Furthermore, this topic of “iPhone Overheating” appeared earlier in 24 tweets on 30" of June, which
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means it is not an Emerging Topic at all. Filtered-LDA ranks the candidate reason topics based on
the number of tweets in which an Emerging Topic is a Dominant Topic. It also ranks Background

topics to provide a full picture for the user.

6.5.4 Overall Sentiment Spikes
It is important to analyze positive and negative sentiment variations separately, however it is also

useful to track the overall sentiment level as it forms a simple dashboard for public sentiment.

Okay the new #Apple magic mouse
Is beautiful. And now I'm going 1o

’ | have to get it

r 20-0ct-2009

Overall
"Apple”
Sentiment

,{Er.c Schmidt Resigns from Apple's Board of Directors l

L

Figure 55: Overall Sentiment Spikes’ Reason Candidates Visualization for “Apple”

03-Aug-2009

If the sum of positive tweets is higher than negative tweets, the overall sentiment is positive, and vice
versa. As shown earlier in Fig. 53 and Fig. 54, the overall sentiment levels of “Apple” and “Obama”

show multiple positive and negative spikes throughout the 7 months period.

Fig. 55 marks all positive peaks of Apple’s overall sentiment by a green circle whenever the level
exceeds 3,000 tweets. It also marks all negative peaks of Apple’s overall sentiment by red circles
whenever the level exceeds -1,000 tweets. Fig. 56 shows the same for Obama’s overall sentiment.
With this threshold, only 1 positive peak and 1 negative peak are detected for Apple, whereas 3
positive peaks and 2 negative peaks are detected for Obama.

For Apple, the overall negative peak happened on 3™ of August, when a NEG/POS variation was
also there as shown in Table 18-b. Therefore, the most representative tweet of the topic about “Eric

Schmidt Resignation” is shown in Fig. 55 linked to the overall negative peak.

The overall Apple’s positive sentiment peak happened on 20" of October when there was no major
POS/NEG variation as both positive and negative tweets experienced around 250% rise in their

counts on that date. To understand the reasons of the positive rise on that date, Filtered-LDA is
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applied for the Foreground period of 20" of October, and Background period from 18" to 19" of
October. The concluded main reason candidate is Apple’s announcement about “Magic Mouse”. As
a result, the most representative tweet for the “Magic Mouse” topic is shown in Fig. 55 linked to the

overall positive peak of 20" of October.

]
’ CNN: Joe Wilson has apologized for | President Obama has been awarded the 2009
his outburst ZIIJII‘,-'_I Obama's speech Nobel Peace Prize for his "extraordinary”
\ diplomatic efforts, Full report soon

*Happy Birthday Mr. President \
Obama's 48 today! 04-Aug-2008

B

A ) Overall
&A@% "Obama®

Sentiment
24-Oct-2009

Breaking News: President Obama calls Kanye West a "jackass”’ ) "
\ . Obama deciares swine flu a national emergency
during an off-the-record portion of 3 CNBC interview .

|

Figure 56: Overall Sentiment Spikes’ Reason Candidates Visualization for “Obama”.

Similarly, for Obama tweets, Filtered-LDA is applied on the positive tweets to understand the main
reasons of the 3 overall positive peaks, and applied on negative tweets to understand the mean reasons
of the 2 overall negative peaks. Fig. 56 shows the most representative tweet for each main reason
candidate linked to its associated peak. Obama’s birthday on 4" of August was the main reason
candidate for the first positive peak. The second positive peak happened when the Republican
politician, Joe Wilson, apologized about his behavior during Obama’s speech. Third positive peak

happened when Obama was awarded Nobel Peace Prize.

First negative peak happened when Obama mentioned the word “jackass’ about the American rapper,
Kanye West, during an interview. Second negative peak was caused by Obama’s announcing Swine

Flu a national emergency.

6.5.5 Relationships Between Topics
Sometimes, the sentiment variation reason candidates are casually linked. For example, on 1% of
August 2009, the Federal Communications Commission (FCC) investigated Apple's rejection of
Google Voice App. This event caused a negative sentiment variation for Apple on that date as shown
in Table 18-b. After two days, on 3™ of August 2009, the CEO of Google, Dr. Eric Schmidt, resigned
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from Apple's board of directors. This event caused another negative sentiment variation for Apple on
that date as shown in Table 18-b.

Some special Topic Models can be used to link topic together so that the user may have better
understanding of the reason candidates and possible relationship between them. We used both
Hierarchical Pachinko Allocation (HPA) (Mimno et al., 2007) and Multi Grain Latent Dirichlet
Allocation (MG-LDA) (Titov & McDonald, 2008) separately to investigate the relationships between
Reason Candidates. For instance, Fig. 57 shows outputs of both HPA and MG-LDA when they were
separately applied on Apple tweets from 10" of July to 10™ of August 2009.

The output of HPA model suggests relationship between the Super-topic of “Eric Schmidt
Resignation” and the Sub-topic of “FCC & Google App Rejection”. A similar relation is also detected
by MG-LDA. We used tomotopy toolkit’s HPA and MG-LDA functions to apply both models.

o5p voice Geveleper Ban store HPA
0w TOpiCS'
Relationship

MG-LDA
Topics'
Relationship

Figure 57: (a) HPA and (b) MG-LDA outputs for one month of Apple tweets from 10th July 2009

6.6 Summary
In this chapter, we used the first new Filtered-LDA framework - which we developed in Chapter 4
— to interpret sentiment variations for a real-life large Twitter dataset, the Stanford Twitter dataset.

Our new framework outperformed the best-performing base method, the FB-LDA.
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Our Filtered-LDA framework could detect all sentiment variation period for both “Apple” and
“Obama” targets. Moreover, the main reason for each positive and negative sentiment variation has
been identified accurately by our new framework, whereas the base method of FB-LDA could not
detect all sentiment variation periods accurately, and it showed some old topics among the detected

Emerging Topics.

Finally, we used both the Hierarchical Pachinko Allocation (HPA) and the Multi Grain Latent
Dirichlet Allocation (MG-LDA) models separately to discover the relationships between candidate

reasons for sentiment variations.
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Chapter 7 : Conclusions

7.1 Summary

This thesis addressed the problem of automatically detecting reasons behind major sentiment
variations on Twitter. It reviewed existing methods and identified their major shortcomings. To
overcome those, we proposed a novel Filtered-LDA Model that could outperform base methods. The
model applies an enhanced sentiment variation measurement to detect changes on sentiment levels

accurately.

The main task of the Filtered-LDA Model is to detect Emerging Topics from two sets of documents.
We proposed two different frameworks to build the model. The first framework uses a Cascaded
LDA block with multiple LDA hyperparameter values to zoom inside and outside texts for detecting
Emerging Topics. The second framework applies TF-IDF text representation for LDA to enhance its

clustering performance.

Both frameworks were applied on the application of discovering hot scientific topics from a large set
of abstracts, and they showed good performance when compared to base models. However, the first
framework outperformed the second framework as it could capture more Emerging Topics and its
program execution is faster. The frameworks can be used in any other application that compares two

large sets of documents to discover new topics and common topics.

The first framework was selected to build a Sentiment Variations’ Reasoning framework for Twitter.
The outputs of the framework include conventional HDP topics and the Filtered-LDA Emerging
Topics separately. Visualization of topics include Topic Over Time curves, automatic topic labels,

and most representative document for each topic.

HPA and MG-LDA are then used to investigate possible relations between Reason Candidates. The
peaks of overall sentiment are identified by the system automatically. Finally, we visualized the
Reason Candidates by linking the most represented tweet of main reason candidates with their

associated positive or negative sentiment spike.

Our experiments include comparison of various Sentiment Analysis classifiers on short texts.
Although some Learning-based classifiers showed high accuracy when they were trained and tested
on the same domain, they could not achieve good results when they were tested on a different domain.
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As a result, we selected VADER tool for our framework because it showed highest Sentiment

Analysis accuracy for our dataset.

7.2 Answers to Research Questions
Based on the research work and experiments that have been carried out in the previous chapters, we

can now summarize the answers to the research questions as follows:

RQ (1) Explicit Reasons: Do most of subjective tweets explicitly indicate reasons for sentiment?
The answer is certainly yes. After analyzing multiple real-life Twitter datasets, we noticed that
majority of positive and negative tweets do include the explicit reasons of the expressed sentiment.
Furthermore, due to the short length of tweet’s texts, they normally include one dominant topic only,
which represents the main reason for the expressed sentiment/opinion most of the time. Therefore,
detecting the dominant topic of subjective tweets is important for the Sentiment Reasoning task.

RQ (2) Aspects: Can Aspect-Based method always capture reasons for sentiment in products

and services domains?

The answer is no. As shown in some real-life tweets, reasons for positive/negative sentiment are
sometimes events, which cannot be categorized as features or aspects of the target itself. In such

cases, Aspect-Based methods cannot capture the reason for sentiment.

RQ (3) Topic Frequency: In a sentiment variation spike, does the main reason for the spike
always have the highest topic frequency?

By analyzing many real-life Twitter’s sentiment spikes, we realized that the highest-frequency topic
is not always the main reason for a sentiment spike. In some cases, a positive spike will occur when
discussion on a negative topic dies out, and vice versa. In some other cases, the highest frequency
topic stays as a dominant topic for a long period with a stable frequency that does not form a spike,
however some lower-frequency topics could emerge during the same period to cause spikes.

Having said that, it is still useful to identify the highest-frequency topic inside a spike to learn the
background topic that could have relationship with the main reason for the spike.

RQ (4) Events: Can the Event Detection method always discover reasons for public sentiment
variations?

No, the Event Detection method cannot always capture main reasons for sentiment variations. In our

experiments, we noticed that main reasons for sentiment variation may not cause sentiment spikes
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because they emerge when other topics are dying. In such cases, the sentiment level would stay
almost stable without forming any spike.

RQ (5) Emerging Topic: Is Emerging Topic Detection efficient for interpreting sentiment
variations?

Yes, Emerging Topic Detection method showed highest efficiency when compared to other methods
in our Sentiment Variations’ Reason Mining experiments. Nonetheless, manual review of thousands
of real-life tweets also showed that major sentiment variations correlate with highest-frequency
Emerging Topics. Furthermore, Emerging Topic Detection method is not only useful for identifying
the reason for a sentiment variation, but also for discovering the reason for the sentiment itself during
any period. As clarified in the above answer for RQ (4), sentiment level may stay stable throughout
a long period even though main reason for that sentiment keeps changing during the same period. In
such cases, Emerging Topic Detection method can capture all reasons for sentiment, even when they
do not cause any sentiment spike.

RQ (6) Topic Visualization: Can Topic Visualization enhance our understanding of topic
evolution inside a document set?

Indeed - as shown in our experiments - drawing Topic Over Time curves helps in understanding the
reasons for sentiments and sentiment variations. It gives a good idea on birth, evolution, and death
of each topic. Other visualization methods like topic bubbles of pyLDAvis help us understand the
wight of each topic and its possible similarity to other topics.

However, due to possible merger of topics by a Topic Model in some cases, topic curves may become
misleading. Wrong selection of topic numbers and/or hyperparameters may cause such topic merger.
RQ (7) Sentiment Spike: Does a sentiment variation reason always cause a spike in the overall
sentiment level?

No, it does not always cause a spike. In our experiments, we noticed real-life Twitter cases where a
positive sentiment variation nullifies a negative sentiment variation when both positive and negative
reasons for sentiment appear during same period. In such cases, overall sentiment level stays stable.
Therefore, it is important to track each of positive and negative sentiment levels separately, in
addition to the overall sentiment level.

RQ (8) Topic Modeling: Can conventional Topic Modeling methods help us understand reasons
for sentiment variations?

Sure, conventional Topic Modeling methods are useful for interpreting sentiment variations. As

explained in the above answer of RQ (1), reasons for sentiments are expressed explicitly inside most
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of subjective tweets, therefore capturing dominant topics during a certain period helps us understand
possible reasons for sentiment variations during that period. However, careful attention shall be given
to tuning of conventional Topic Models as these could give misleading outputs when their variables
or hyperparameters are wrongly selected.

High Coherence Score for a Topic Model is a good measure for correct selection of number of topics,
however a user should also consider the Perplexity Score of the model to reduce possibility of
merging totally different topics together.

RQ (9) Foreground-Background Topics: Can the FB-LDA Model discover Emerging Topics
within a sentiment variation period?

Partially, yes. In our experiments, FB-LDA could detect Emerging Topics in many cases, however
its output often includes old topics as well. The main reason for such wrong detection is the lack of
guidelines for selecting the number of FB-LDA topics. Furthermore, in some cases, the keywords of
FB-LDA Emerging Topics included a main keyword from an old topic. This makes it difficult for a
user to correctly understand the model’s output.

RQ (10) Efficient Topic Detection Technique: How can Emerging Topics be efficiently detected
even when they are not among high-frequency topics?

Two different techniques are proposed in this thesis to achieve efficient Emerging Topic Detection.
The first technique — which shows higher accuracy — depends on selecting multiple low, medium,
and high values of LDA hyperparameters to scan all possible topics inside a document set. This step
is followed by a voting filter which extracts documents that contain Emerging Topics.

The second technique uses the TF-IDF text representation for the LDA Model. It identifies the
number of topics that produces highest number of Emerging Topics for a set of documents. This
number is then used to identify documents that contain Emerging Topics.

Both techniques are followed by a final Topic Model with highest Coherence Score to identify the
Dominant Emerging Topic that has the highest frequency. We developed frameworks for
implementing these techniques to apply the proposed Filtered-LDA Model for Emerging Topic
Detection.

RQ (11) Sentiment Classifier for Short Texts: What is the best choice so far for classifying
sentiment on social media when domain of texts is unknown?

We recommend using VADER (Valence Aware Dictionary for sEntiment Reasoning) for short texts
when domain of short texts is unknown. In our experiments, employing this tool which uses a mixture

of Rule-based and Lexicon-based approaches, showed highest accuracy when compared to other
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Lexicon-Based tools. Moreover, when Learning-Based Sentiment Analysis classifiers are trained on
specific domains, but tested on totally different domains, VADER could outperform all Learning-
Based methods. However, when both training and testing domains are similar, many Learning-Based
classifiers outperformed Lexicon-Based tools, including VADER. In such cases, RNN, CNN, and
DNN Deep Learning algorithms with Word Embedding representation showed highest performance,
followed by the Bidirectional Encoder Representations from Transformers (BERT) algorithm.

RQ (12) Sentiment Reason Mining Dashboard: How to ensure that Human Machine Interface

displays Reason Candidates in a comprehensible form?

For short texts, like tweets, we believe it is more convenient for a human to read a full topic
representative tweet than trying to interpret topic content through reading conventional Topic
Model’s output of topic keywords, or even automatically generated topic labels. The most
representative tweet for a topic can be simply selected by identifying the tweet in which that topic
has had the highest probability. The graphical representation which we proposed in this thesis links
the most representative tweet for each reason candidate to its caused sentiment variation. With this
simple Human Machine Interface, it is easy to track sentiment variations online along with the most

representative tweet for each variation.

7.3 Future Research Directions

In our future work, we shall apply the Filtered-LDA Model on Arabic tweets to check its performance
for non-English texts. In addition to Sentiment Reasoning application for Arabic tweets, we shall
examine performance of the model on Arabic Emerging Topic Detection using timestamped texts.
For example, it is useful to compare all early verses of Quran during the Macci period with all later
verses of Quran during the Madani period. Finding highest frequency unique topics in each period
would help in understanding the nature of the scripture at each stage. Similar comparisons can also
be carried out between Old Testament, New Testament, and Quran to identify their unique and

common topics.

For tracking sentiment levels of tweets, we shall investigate other methods of monitoring sentiment
by considering the importance of expressed opinion inside each tweet. The weight of each opinion
shall depend on the number of its retweets and number of followers of the tweet’s author. For
instance, a tweet that is generated by a famous author with millions of followers should have higher

weighting when compared to tweets or retweets of users who got few followers.
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