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Abstract

Ontology plays an important role in enabling the Semantic Web. Ontologies are used
to represent a shared and common understanding of a domain of interest. The main
bottleneck is knowledge acquisition in a dynamic environment like the Web. There are
several projects that attempts to collect commonsense knowledge, but none of them
has explored how to present and use this knowledge in real life. This project explores
the possibility of using human computation concepts to devise an online game that
enables people to contribute to the process of generating Semantic Web ontologies.
The project presents the Ontology Refinement System which generates ontologies from
the knowledge acquired by the online game. The system is divided into three main
components. The first component is the Online Game which is used as a tool to collect
commonsense knowledge from a large community of people. The second component is
the Ontology Builder which represents an algorithm used to illustrate how to process
and transfer the knowledge collected into a set of statements. This component is the
prime contribution of the project. The third component in the system is the Ontology
Representation Generator which takes the set of statements produced by the second
component and generates OWL ontology files using Jena API. An experiment has been
conducted to evaluate the efficiency of the Ontology Refinement System. Three differ-
ent ontologies were produced by the system from the knowledge collected during the
experiment. A survey about the ontologies produced by the experiment has been sent
randomly to Internet users to measure the accuracy of these ontologies. The survey
results in a good agreement from the Internet users on the ontologies produced. The
ontologies that are produced by the Ontology Refinement System are particularly rel-
evant to domains in which ontologies change over time such as electronic commerce.
Ontologies can be used to maintain a constantly evolving and improving product cata-
logue. A good product catalogue can make it easier for people to navigate the available
products to find information.
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Chapter 1

Overview

1.1 Introduction

In recent years, the vision of the Web has evolved from today’s Web on which content is
suitable for human consumption only, to a Semantic Web on which content is suitable
for human consumption and machines processing [8]. In the Semantic Web, the mean-
ing of the information that the Web presents will play a significant role. The search
engines will not be keyword–based, but rather context–based. Therefore, the result of
the query will be more accurate and relevant to the query. Moreover, the query result
can be processed by machines as well as human beings.

The Semantic Web will not be an independent new Web but it will gradually evolve out
of the existing Web. The main limitation of the current Web is that the structure of
the information is weak. Therefore, the first step toward a Semantic Web is to organise
the information in conceptual spaces according to its meaning.

Ontology is one of the Semantic Web technologies that can be used to reorganise the
information on the Web based on its meaning. It is a fundamental backbone technology
for the Semantic Web [12]. It is used to represent a shared and common understanding
of a domain of interest. Ontology is useful for (i) the organisation and navigation of
the Web sites, (ii) improving the accuracy of the Web search, and (iii) generalising and
specialising the search query if a search fails.

The development process of ontologies is a collaborative process that requires a large
community of people to agree on the domain knowledge being represented. This repre-
sentation should be communicated between people and application systems [10, 29, 12].
In addition, the development process of ontologies is a dynamic process simply because
knowledge is not static. Concepts in a domain continuously evolve and ontologies must
always adopt these changes [21].

8



1.2 Statement of the Problem

Currently, the number of useful ontologies that are published on the Internet is limited
and the majority of them are outdated [12, 21]. The reason for this is that the cur-
rent approach for developing ontologies is engineering–oriented meaning that a small
group of people build the ontology and then release it to a wider community of users.
Therefore, the user community does not have control over the evolution of the ontology.
They can not add new concepts or modify existing ones. The user community always
depend on the small group of people who have developed the ontology. Moreover, un-
derstanding of the intended use of the concepts is hard for the user community since
concepts are expressed in a formal language [5, 21].

There have been a number of attempts to develop ontologies through the collaborative
ontology engineering approach [21, 27, 30]. However, it is time consuming and requires
dedicated users who have the incentive to participate in the development process of
ontologies. These users are either paid experts or unpaid volunteers.

1.3 Research Questions

This thesis attempts to answer the following questions:

- How can a large community of people get involved in the process of developing
up–to–date ontologies in a short period of time without any cost?

- How can the content of the ontologies produced evolve dynamically without the
need to always feed the ontologies with entries?

- How can the commonsense knowledge collected by various projects be processed
and presented in a way that can be useful in other domains?

- How can the ontologies produced be filtered from noise? And how can they
represent knowledge without redundant and implicit knowledge?

1.4 Contribution

The contributions of this research project are (1) to define an interactive and collabo-
rative means to collect commonsense knowledge, and (2) to propose an algorithm that
can process and transfer the knowledge collected to a formal ontology representation.
This section outlines the answers to the research questions.

- How can a large community of people get involved in the process of developing up–to–
date ontologies in a short period of time without any cost?

Human computation [1] can be easily used as a collaborative ontology development
environment, reducing the lack of user’s participation in the creation and maintenance
of ontologies, and speeding up the process of developing updated ontologies.
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This project explores the use of human computation concepts to devise an online game
that enables a large community of people to get involved in the process of generating Se-
mantic Web ontologies. People will be playing the game in their leisure time. The more
the people are playing the game, the more updated ontologies are built. The Game
Component is the first component in the project. This component can be replaced at
any time if there is any other interactive and enjoyable means to collect commonsense
giving the project more flexibility and customisability.

- How can the content of the ontologies produced evolve dynamically without the need
to always feed the ontologies with entries?

The initial content of the game i.e. ontologies intended to be produced is predefined.
However, once the players agree on concepts the content of the game will change dy-
namically to include the players’ concepts. This change is based on a set of rules and
configured parameters that are defined in the game. The game does not depend on any
other resource to continuously feed the game like the OntoGame [13]. Therefore, to
change the language used to present the concepts in the game only the initial content
should be changed to the perspective language.

- How can the commonsense knowledge collected by various projects be processed and
presented in a way that can be useful in other domains?

The Game Component is only the first step toward facilitating the development of the
updated ontologies. It is just a means for collecting commonsense knowledge from a
large community of people. This knowledge needs to be processed and transformed to
a proper form of ontologies. In order to do this a second component has been developed
in this thesis which is the Ontology Builder Component. This component represents an
algorithm used to process the knowledge collected from the game, and produce a set
of statements. This component is also independent and can be modified or replaced at
any time.

The third component in this thesis is the Ontology Representation Generator Com-
ponent. It is an application that takes the set of statements produced by the second
component and generates an ontology file in OWL format. This component can pro-
duce ontologies in any other format as well such as the RDF format. It is also flexible
and can be replaced based on the need of how the set of statements should be repre-
sented. For example, the set of statements can be used to feed an agent knowledge base.

- How can the ontologies produced be filtered from noise? And how can they represent
knowledge without redundant and implicit knowledge?

The Ontology Builder Component defines an algorithm that uses a set of thresholds
that are considered while processing and transferring the knowledge collected to filter
the noise, and remove redundant knowledge.

10



1.5 Scope

The ontologies that are produced by the game i.e. algorithm, are meant to be simple
ontologies that represent commonsense knowledge. The ontologies produced represent
only the fundamental and core aspects in an ontology which are concepts and the
hierarchical relationship between concepts. In other words, they only represent the
sub–class and super–class relationships between concepts. This is because it is the
most important aspect for reasoning. Any extension of the game can adopt other kinds
of relationships easily.

In addition to the concepts, ontologies can contain other information such as properties
and data constrains. This information is out of the project scope and any extension of
the game should cover them easily.

Moreover, ontologies can be represented in different formal formats. OWL–DL is the
format used to represent the ontologies produced. Changing the format is feasible
through modifying the third component. Furthermore, the ontologies are presented in
English. As mentioned earlier to change the language, only the initial data need to be
changed.

1.6 Organisation of the Thesis

The rest of the thesis is organised as follows. The background chapter reviews the con-
cepts of ontology and human computation. The literature survey chapter explores the
work of others which is related to the project. The specification chapter describes the
proposed methodologies for collecting commonsense knowledge and building the on-
tologies. The implementation chapter gives the details of the technical implementation
of the methodologies used in this research project. The experimental design chapter
describes the design of the experiment used to evaluate the game and the algorithm
used to build the ontologies. The evaluation chapter presents and analysis the results
of the experiment. It discusses the design and result of the survey that has been con-
ducted to evaluate the ontologies produced from the knowledge gathered during the
experiment. Finally, the last chapter of this thesis is a summary of future work that
needs to be undertaken and the conclusion.
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Chapter 2

Background

This chapter provides basic knowledge about the fields of ontology and human–based
computation on which the project is based. It describes the ontology, illustrates the
process of building the ontology, and explores the main languages of writing an ontology.
In addition, it explores the field of human–based computation specially the “Games
with a Purpose” methodology.

2.1 Ontology

Ontology is a fundamental backbone technology of the Semantic Web. It enables knowl-
edge to be organised in a structured form. Moreover, it facilitates knowledge sharing
and reuse. Ontology aims to organise and represent understandable domain knowledge
in a way that can be communicated between human beings and machines.

This section explains briefly the meaning of ontology and the main languages used to
represent the ontology formally.

2.1.1 What is an Ontology?

The term ontology originated in the subfield of Philosophy that is specialised in study-
ing the nature of existence. In recent years, the term ontology has been also used in the
field of Computer Science. In this field, the term ontology can be defined as a formal,
explicit, specification of a shard conceptualisation [29]. Conceptualisation refers to the
fact that the ontology is an abstract model that represents a specific domain in the
world. The model contains all the relevant concepts of the domain. Explicit refers to
the fact that the type of concepts in the model and the restrictions of their use are
explicitly stated. Formal refers to the fact that the model is represented in a way that
is understandable for human being and machines. Shared refers to the fact that the
model is not meant to be owned by individuals but rather it should be defined and
agreed upon by a group of people. In practice, ontologies are represented by a special
kind of graph.

Ontologies consist of a list of finite concepts and relationships between these concepts.
Concepts represent the most important aspects of a domain while relationships rep-
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resent the type of connection between these concepts. For instance, in the domain of
automobile, concepts would include car, truck, engine, and coupe while relationships
would include is–a–subclass–of and is–part–of like coupe is–a–subclass–of car, and en-
gine is–part–of a truck. The project deals only with the core relationship in an ontology
which is the hierarchical relationship i.e. is–a–subclass–of and is–a–super–class–of. This
type of relationship is used by reasoning engines to infer further statements about the
domain. Any other relationship type can be added similarly.

Furthermore, ontology can include other information such as (i) properties e.g. X drives
Y, (ii) value restrictions e.g. only one driver can drive a car, (iii) disjoint statements
e.g. driver and passengers are disjoint, and (iv) specification of logical relationships
between objects e.g. each car must at least have two doors. This information is out of
the project scope.

Figure 2.1 represents the main components of an ontology and how these components
interact with each other.

Figure 2.1: Ontology Dimensions Map [25]

2.1.2 The Process of Building an Ontology

There is not a single method of describing a domain of interest as it depends on the
understanding and scope of the domain. The process of developing an ontology is
iterative. Following is a step–by–step description of how an ontology can be built as
stated in [23].

- Determine the scope and domain of the ontology

- Consider reusing existing ontologies
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- Enumerate important terms in the ontology

- Define the classes and the class hierarchy

- Define the facets of the properties i.e. the value type, allowed values, cardinality,
and other features of the values the properties can take

- Define the properties of classes

- Create instances i.e. individuals of the class

In addition to the above steps Uschold and King [22] have stated in their methodology
that after building an ontology, it should be represented formally using one of the on-
tology’s languages. Furthermore, Uschold and King have mentioned that the ontology
produced should be evaluated to verify whether it met its requirements.

The evaluation of an ontology can be accomplished in different approaches. One ap-
proach is to measure the similarity between the ontology produced and other existing
ontologies in terms of their lexical and conceptual content as described in [3]. Brank
and Grobelnik [11] compared various techniques to evaluate an ontology such as com-
paring the ontology to a “golden standard”, using the ontology in an application and
evaluating the results, and comparing the ontology with a source of data about the do-
main to be covered by the ontology. Moreover, PROMPT which is a suite that can be
integrated with Protégé1, can be used to measure the alignment between two ontologies
[24]. This tool can be used to evaluate the ontology produced as well. In addition, a
survey rating the accuracy and efficiency of the ontology produced can be used as a
tool to evaluate the ontology.

Finally, Uschold and King [22] have mentioned that the ontology produced should be
documented explaining all the definitions and assumptions for the ease of knowledge
sharing.

2.1.3 What are the Ontology Languages?

There are many languages that can be used to write an ontology. The most important
languages are listed below [8]:

- XML provides a standard for writing a structured document but it does not
provide any standard for describing the meaning of the document.

- XML Schema is a language for defining the structure of the XML documents.

- RDF is a graph–based data model for describing objects i.e. resources. It provides
simple semantic for the data model. It can be represented in XML syntax.

- RDF Schema is a vocabulary description language used to describe the properties
and classes of the RDF resources. It is limited to a subclass hierarchy and property
hierarchy with the domain and range definitions of these properties.

1Protégé is a free, open source ontology editor and knowledge-base framework.
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- OWL is a richer vocabulary description language. It is used to describe prop-
erties and classes from different perspectives such as relations between classes,
cardinality, and equality.

OWL language is used in this project to document the ontologies produced. OWL
language has three extensions that can be used based on the different requirements.
OWL Full is the entire OWL language. It is fully upward–compatible with RDF,
both syntactically and semantically. It is very powerful to the extend that it does
not have a complete or efficient reasoning support. OWL–DL (Description Logic) is a
restricted version of OWL Full. It does not have full compatibility with RDF but it has
efficient reasoning support. OWL–Lite is a restricted version of OWL–DL. It excludes
enumerated classes, disjointness statements, and arbitrary cardinality. OWL–DL is the
extension that is used in this project.

2.2 Human–Based Computation

Human–based computation simply means humans taking part in solving computer
problems. In traditional computation, humans use the computer to solve problems.
Humans describe the problems and computers provide solutions. In human–based
computation, the roles are often reversed. The computer asks a person or large number
of people to solve a problem. The computer then collects, processes, and integrates
these solutions [1].

Human–based computation initiated because of the fact that computers are lacking
the basic conceptual intelligence and perceptual capabilities of the human beings. For
humans to take part of the computational process, they need to have the incentive to
do so. There are different approaches to motivate people to participate in the human
computation. Wiki is a method of human computation that can be used by people who
have the incentive to communicate and share knowledge. Interactive online guessing
games are another method of human computation. These games extract knowledge
from the players who are playing the game. The knowledge exists in the answers the
players are entering. These games have been refereed as “Games with a Purpose” by
Luis von Ahn [16]. This method can be used by people who have the competitive spirit
of a game.

The “Games with a Purpose” methodology is used in this project to solve the problem
of generating ontologies. The next section describes the “Games with a Purpose” in
more details. It presents examples of some games and shows statistics of the games’
success.

2.2.1 Games with a Purpose

“Games with a Purpose” is an online game that uses the human power to solve open
world problems that can not be solved by computers alone. The game should solve a
clearly defined problem. The design of the game is similar to the design of an algo-
rithm. The input and the output of the game should be stated clearly and precisely.
The design of the game should take into account that people are not playing the game
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to solve world problems but to entertain themselves. Therefore the game should be
enjoyable.

Moreover, it must be ensured that the output of the game is correct. Luis, has followed
various strategies in order to ensure the accuracy and efficiency of the output. One of
the strategies is random pairing. The players are randomly assigned to play with an
anonymous pair. Therefore, the possibility of cheating is eliminated. Another strategy
is the single player mode. In this mode, the player is playing against the computer
i.e. a previous game. This helps in validating the knowledge collected in the previous
games. In addition, the time the players takes to find a solution is used as an indication
of the quality of their answers [18].

“Games with a Purpose” has many potential applications in areas such as artificial
intelligence, computer vision, security, ecommerce, and social networking. Luis devel-
oped four online games which are the ESP, Peekaboom, Verbosity, and Phetch. The
following section explores these games in more details.

Examples of Games with a Purpose

The ESP game is an enjoyable online game that aims to label images on the Web.
These labels can be used to improve the accuracy of image search, improve site acces-
sibility, and help users in filtering improper images [17].

The Peekaboom game is another interactive online game that aims to locate objects
in images. The data that is collected from the game can be used to train computer
vision algorithms. These algorithms need massive data to be trained and tested which
is currently not available [19].

The Verbosity game is an entertaining online game that intends to collect common-
sense knowledge. The knowledge collected in this game can be used mainly in the field
of artificial intelligence [18].

The Phetch game is another interactive online game. The purpose of the game is to
collect statements that describe images on the Web. These statements are indented
to provide proper captions for the images on the Web. These captions facilitate the
accessibility of images on the Web to visually impaired people [20].

Notice that the purpose of the games described above is simple and precise. However,
the contribution of the data collected is valuable in terms of solving open world prob-
lems.

The potential data that can be collected from these games is huge. As stated in [16]
the ESP game alone collected more than 10 million image labels in few months of its
initial deployment. Luis believes that if the game was deployed in popular Web sites
like MSN or Yahoo, the game would have been able to label all the images on the Web
in weeks [16]. Moreover, the Peekaboom collected 2 million pieces of data since it has
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been released [16].
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Chapter 3

Literature Survey

There are different related works to this project. These works fall into one of the fol-
lowing categories: (i) folksonomy or collaborative tagging, (ii) collaborative ontology
engineering, (iii) commonsense gathering, (iv) human computation to collect common-
sense, and (v) human computation to build ontologies. This chapter briefly introduces
each field, presents the limitations of each field, and finally illustrates how this project
can contribute in overcoming these limitations.

3.1 Folksonomy

Folksonomy or collaborative tagging is a means of classifying content on the Web such
as Web pages, photographs, Web links using unrestricted tags i.e. labels. These tags
are generated through the collaborative efforts of the Internet community [28]. The
objective of folksonomy is to facilitate content retrieval through sharing and organising
knowledge. Folksonomy uses free vocabulary tags in order to describe content. Exam-
ples of tagging systems are del.icio.us, flicker, and bibsonomy.

del.icio.us1 is a social bookmarking Web site which enables Internet users to store and
share bookmarks online. Internet users can add and retrieve their bookmarks from any
computer. Moreover, they can use tags to organise and remember their bookmarks.
Internet users can view other people bookmarks and share their bookmarks with them.

Flicker2 is a photo sharing and annotating Web site. It allows Internet users to add
and share photos on the Web. Internet users can use tags to organise the published
photos. Tagging facilitate browsing and searching the various photos.

Bibsonomy3 is similar to del.icio.us. It is a social bookmarking Web site specialised
in classifying scholarly publications. It allows Internet users to store and share book-
marks and publication entries. In addition, it enables the Internet users to use tags to
organise the publications and facilitate their retrieval.

1http://del.icio.us/
2http://www.flickr.com/
3http://www.bibsonomy.org/
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In spite of its popularity, folksonomy has several limitations as described in [4, 5, 15].
The first limitation is that folksonomy does not force any rule when introducing new
tags. Internet users are free to add any tag they want. For example, users can add
“NY”, “N.Y”, “New York” to describe New York. This leads to inconsistency and
redundancy of tags. Moreover, it makes information retrieval hard as the user should
be aware of all the possible variations of a word to get all the resources. The second
limitation is that the tags are in a raw form. They do not have any meaning associated
with them. As a result the tags are ambiguous and context dependent. For instance,
the tag “Spring” may refer to the season of growth, or a point at which water issues
forth, or the Java Framework. The last limitation is that folksonomy consists of flat
tags that have no relationships defined among them. Therefore, an object can be de-
scribed with general and special tags. For example BMW can be tagged as BMW and
car. Car might be too general to some users while BMW might be too specific for
others. In addition reasoning is impossible.

As presented in [4] and [15], in order to overcome the limitations of folksonomy, ontology
should be added as a layer on top of it.

3.2 Collaborative Ontology Engineering

OntoWiki uses a collaborative ontology engineering approach to enable Web users to
participate in the ontology development process and does not limit the development
to a small community [21]. It does not require the Web users to have any expertise in
ontology engineering. It only requires them to have basic Web editing skills.

OntoWiki is suitable for complex Ontologies. However, it is time consuming. Users
should be willing to spend time to agree on a concept definition through non–structured
discussion [27, 12]. It does not show any evaluation or monitoring criteria for the content
being added to the wiki. Moreover, it does not illustrate the methodology of how the
ontology can be formally presented and used and how the various discussion pages and
versions can be integrated.

3.3 Commonsense Gathering

Commonsense is true statements about the world. It is an important aspect in Artificial
Intelligent (AI) systems, especially in expert systems. There are several projects that
are intended to gather commonsense knowledge such as Open Mind [26], Mindpixel
[2] and CYC [7]. These projects use the Internet for distributed knowledge gathering,
particularly commonsense knowledge. However, as stated in [18] they have not been
able to collect a large enough portion of commonsense knowledge. This is because they
require dedicated individuals who have the incentive to enter these statements. Those
individuals are either paid experts or unpaid volunteers.
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3.4 Human Computation to Collect Commonsense

There are two other projects that aim at collecting commonsense knowledge using hu-
man computation. These projects are Verbosity and Common Consensus.

Verbosity is a Web–based game that has been developed by Luis von Ahn and his
colleagues in order to collect commonsense facts in an enjoyable environment. People
are playing the game for entertainment without knowing the main purpose of the game
[18]. This is the secret of the game’s success.

Common Consensus is another Web–based game that collects commonsense knowl-
edge about everyday goals [9]. It is based on the idea of Verbosity but it is specialised
in collecting goals only. This game has been evaluated by a small number of users.
Thus, the success of the game is doubtful in terms of its ability to collect indented
knowledge and whether the game is in fact enjoyable.

The aim of both of the games is to motivate people to collect commonsense knowledge
in an enjoyable way without their knowledge. However, neither of them demonstrate
how this knowledge can be processed and used.

3.5 Human Computation to Build Ontologies

OntoGame [13] is an online multiplayer game aimed at building ontologies in a collab-
orative environment. The game is inspired by Luis von Ahn’s “Games with a Purpose”.
Players are presented with random Wikipidia articles and asked to first classify the arti-
cle as class or instance and if they agree on the answer they are asked to find a common
abstraction of the Wikipidia article i.e. give a label to the class or instance.

The OntoGame demonstrates how the required knowledge of building ontologies can
be collected, but it lacks the real transformation of the knowledge to ontologies. More-
over, it does not define how the knowledge collected from a single game or multiple
games can be integrated to produce the ontologies. The core relationship in an ontology
which is the hierarchical relationship is missing.

In addition, the game requires the players to have some knowledge about aspects of
ontologies such as class, individual, and relation. Furthermore, the data that is used
to build ontologies are Wikipedia articles. These articles cover complex knowledge
and not commonsense. It is the only source to feed the game, therefore no dynamic
data is used such as players input. As a result the game can be hard for non–English
speakers and teenagers as it requires understanding of the Wikipeida articles. Besides
this understanding, it requires considerable reading which is not interesting for many
people.
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3.6 Proposed Solution

In this proposed project, the Ontology Refinement System is developed to construct
basic commonsense ontologies that can be used as a basis for more complex ontologies.
Ontologies are generated to overcome the limitations of folksonomy.

In contrast to the commonsense gathering and collaborative ontology engineering, the
Ontology Refinement System uses human computation in order to gather commonsense
knowledge and build ontologies. Therefore, commonsense knowledge is gathered ex-
plicitly in an enjoyable collaborative environment. The ontologies that are constructed
in the Ontology Refinement System will evolve as long as people are playing the game.
The players do not need to dedicate time to participate in building the ontologies. They
can play in their leisure time.

It is believed that the more enjoyable and efficient the game is, the faster ontologies
can be constructed. The project combines the enjoyment of the game and collabora-
tion required to build useful ontologies. The collaboration comes from people playing
together and agreeing on the same answers.

Unlike the ontoGame that always requires feeding the game with articles, the Ontol-
ogy Refinement System adds dynamic content to the game from the players input in a
controlled manner. Only the initial data in the game needs to be predefined.

All the related works presented earlier lack an important aspect which is knowledge
representation. All these projects focus only on the knowledge acquisition. However, in
the Ontology Refinement System the knowledge gathered is then processed and trans-
ferred implicitly to a set of statements which are then used to generate ontologies.

The key contribution of this project is not only collecting commonsense in enjoyable
means, but also processing and illustrating the knowledge in an efficient and effective
format.
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Chapter 4

Specification

The main goal of the project is to speed up the process of building ontologies with
the help of a large community of people. It aims to process and transform the vast
amount of the collected commonsense knowledge into proper form of ontologies. As
described in chapter 2, there are a number of steps followed during the development of
an ontology. The steps that are covered in this thesis are (1) determining the domain
and the scope which is predefined by the author, (2) enumerating important terms in
the ontology which is achieved by collecting a vast amount of data from a large com-
munity of people through the Game Component, (3) defining the classes and the class
hierarchy which is accomplished through the Ontology Builder Component which is an
algorithm that builds accurate ontologies based on the data collected from the online
game, and (4) representing the ontology formally using one of the ontology’s languages
which is achieved through the Ontology Representation Generator Component.

This chapter explains in details the main specification of the Ontology Refinement
System and the techniques that have been followed during the development of each
component in the system. It provides example or scenario for each component. More-
over, it presents the pseudo code of the algorithm that has been designed and developed
for the Ontology Builder Component.

4.1 Main System Specification

The specification of the Ontology Refinement System is represented in figure 4.1. The
system consists of three main components which are the Game Component, the Ontol-
ogy Builder Component, and the Ontology Representation Generator Component.

The Game Component is a tool used to collect the commonsense knowledge from a large
community of people and store this knowledge in a database. The Game Component is
divided into two subcomponents which are the Game Basics and the Game Mechanics.
The Game Basics subcomponent is responsible for displaying the game to the players
and storing the knowledge collected from the game. The Game Mechanics subcom-
ponent is responsible for updating the game database i.e. the question and taboo1 lists.

1Word that the player is not allowed to provide as answer.
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The Ontology Builder Component is an algorithm that reads the collected common-
sense knowledge from the game’s database, processes this knowledge, and produces an
accurate and minimal set of statements about the collected knowledge. This set of
statements is sent to the Ontology Representation Generator Component.

The Ontology Representation Generator Component is an application that interprets
the set of statements sent by the Ontology Builder Component and generates an on-
tology OWL file. The OWL file contains a set of classes and the “is–subclass–of”
relationship between these classes.

Figure 4.1: Ontology Refinement System’s Main Components

As shown in the figure 4.1, the Ontology Refinement System’s components are loosely
coupled with each other. Therefore, any component can be easily replaced by another
based on the requirements. The following sections explain each component in more
detail.

4.2 Game Component

The technique that has been used to collect a vast amount of data in a short period of
time has been inspired by Luis Von Ahn. Luis, the inventor of “Games with a Purpose”
[16], has demonstrated that online games can be used to solve open world problems.
The argument behind this is that people spend billion of hours playing games online.
Luis has developed several games that solve different problems. For example, he has
developed the ESP game [17] that aims to describe images on the Web. The author
believes that building a Web–based game is the best approach to speed up the process
of collecting the data required to build ontologies. Moreover, this approach gives the
wide community the opportunity to contribute into the process of building ontologies.
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The design of the game is similar to the design of an algorithm. The input and the
output of the game should be clear. Moreover, it must be ensured that the output
of the game is correct and, at the same time it must be ensured that the game is en-
joyable. People are playing the game to entertain themselves not to solve problems [16].

Building ontologies is one of the open world problems. This problem is compound and
complicated because the ontology contains various features as explained in 2.1. In or-
der to keep the game enjoyable and effective, the problem can be divided into smaller
problems. The part that this project aims to solve is building the hierarchical structure
of an ontology (i.e. the classes and the subclasses). Any extension of the game can
easily consider the non–hierarchical relationships between the classes.

The Game Component consists of two subcomponents which are the Game Basics and
the Game Mechanics. The Game Basics is in charge of the flow of the game being
displayed to the players while the Game Mechanics is in charge of the techniques that
dynamically update the games database i.e. question and taboo lists. The following
sections describe in detail these two subcomponents.

4.2.1 Game Basics

Each player is matched with an anonymous partner i.e. another online player. The two
players are presented with concepts which are retrieved from some existing ontology,
or previous game. They are then asked to write down all the sub–categories they can
think of. The concepts that are presented to the players are from general to specific
in order to keep the game attractive and challenging. A player cannot see what his
or her partner is typing, but if both write an identical sub–category, they earn points.
The players do not need to give the identical answer at the same time. The only re-
striction is that the answer should be identical for the same question and not when
another question is being displayed. The player has the option to pass if the concept
presented is hard. The game lasts for two minutes only in order to keep it more interest-
ing. The time is a configurable parameter that can be adjusted before playing the game.

Figure 4.2 presents the flow of the game. A sample scenario of the game is described
below:

Player A logs in to the game providing a player ID, Sara. A login request is sent to
the server. The server validates the player ID. If the player ID exists i.e. there is an-
other player who is connected to the game server with the same ID, then the server will
acknowledge the player with a failure login message which is “Please choose another
Player ID and login as the Player ID you selected is already taken”. If the player ID
does not exist i.e. the Player ID is unique and no other connected players are using the
same ID, then the server will acknowledge the player with a successful login message
which is “Welcome to the Ontology Game: Sara. You will join a game soon”.

If the login is successful, then the server tries to start a new session of the game for
Sara. The server searches for a free logged in player i.e. a player who is not engaged in
any game yet. If there is no free player, then the server will acknowledge Sara with the
following message “Trying to find an opponent”, and she will be in awaiting state. As
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soon as the server finds a free player, a new session will start and Sara will be playing
the game.

As the game starts, Sara will be presented with a question and a list of associated
taboo words. Sara needs to provide answers to the question. The answers should not
be identical2 to any word in the taboo list. If she provides an answer which is in the
taboo list, a message will be displayed to her stating “Answer is a Taboo”. Once she
provides an answer identical to her partner the question and the taboo list will change
and her score will increase. If the question is hard, Sara can send a pass request to her
partner. A message stating that “Your Partner is asking to pass” is shown to Sarah’s
opponent. If her partner agrees to pass, then the question will change. Otherwise, the
question will not change and they can keep providing answers to the question. The game
will last for two minutes. After that the final score will be displayed for both the players.

Whenever a session starts, a random set of questions will be retrieved and displayed
to the players. This will ensure that the players do not get the same questions each
time they play the game. The number of questions that are retrieved is configurable
i.e. the value can be adjusted at any time. Whenever a session is over, the information
collected from the session is stored in a persistent storage. This information consists of
(i) the answers that the players agreed on and their respective questions, (ii) the list
of questions they agreed to pass, and (iii) the game score. The answers and the list
of questions the players agreed to pass, are used by the Game Mechanics in order to
update the game’s databases. The answers that the players agreed on and their respec-
tive questions are processed by the Ontology Builder Component to produce ontologies.
The score is used by the Game Basics. The Game Basics displays the highest score
whenever a game is over in order to motivate the players.

An interesting feature that has been added to the game is controlling the order in
which the questions are displayed to the players. The easy questions are displayed first
and then the hard questions. This has been implemented by considering the number of
times the players have agreed to pass a question as a measure to categorise the question
to be hard or easy. The questions that have been rarely passed are considered to be
easy questions and they are displayed first to the players in order to get the players
into the game. The questions that have been often passed are considered to be hard
questions and they are displayed later to the players.

Examples of the sort of questions that are displayed in the game are:

“ is a kind of animal?”
“ is a kind of book?”

The phrasing of all the questions is the same. Only the concept e.g. animal, book
that is asked about changes. The keyword “is a kind of” has been selected carefully to
inspire the player that the relation between the answers he or she is providing and the
concept in the question is “a-sub-class-of” relation and not any other kind of relations

2Similar is future work. A text processing tool can be used to identify the root of the different
variations of a word e.g. noun, verb, adjective, single, plural etc.
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Figure 4.2: Game Flow

like ”is-part-of”. In addition, the keyword gives the player the impression that he or
she needs to provide universal answers to the concept in the question and not concrete
answers. The main concern of the project is to build ontologies with the hierarchical
structure in it and not to categorise concrete classes or instances.
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The answers that the players agreed on might become questions in future rounds of the
game based on special criteria which is discussed in the next section. This mechanism
assists in building the hierarchical structure of the different ontologies.

Ontologies can overlap and concepts can be shared across ontologies but might be inter-
preted differently. To keep the player aware of the ontology refereed in each question,
the ontology name is displayed as a title along with each question.

The next section explains how the game’s database gets updated dynamically through
a set of rules and configurable parameters.

4.2.2 Game Mechanics

The game’s database should be updated periodically and dynamically based on the
players input. New questions can be generated, old questions might be removed from
the game, and new elements can be added to the taboo list. A set of rules have been
defined in order to update the game’s database. The objective of these rules is to up-
date the question and taboo lists displayed to the players during the game so that the
players do not get the same set of questions all the time. The set of rules depends on
a number of configurable parameters i.e. thresholds. These thresholds can be adjusted
at any time. Table 4.1 describes the set of thresholds defined in the Game Mechanics
subcomponent.

The Game Mechanics updates the game’s database based on five rules which are:

Rule 1: Add a question for the answer in which the number of times the players have
agreed on that answer is greater than the Question Threshold. This implies that the
answer is a valid concept in the ontology hierarchy hence find its sub–classes.

Rule 2: If the number of times the players have passed a question is greater than the
Pass Threshold then do not display the question any more. This implies that either the
question is too hard or the concept can not be specialised any more to sub–classes.

Rule 3: If a question has many different answers i.e. the number of answers crossed
the Element Threshold, then do not display the question any more. This implies that
many sub–classes have been found and the branches have been expanded horizontally,
therefore, give the opportunity to other questions to be displayed in order to enable the
expansion vertically.

Rule 4: If the taboo list of a question is greater than the Taboo List Threshold then do
not display the question any more. This implies the same reasoning as rule 3.

Rule 5: If the number of times the players have agreed on the same answer to a ques-
tion is greater than the Taboo Threshold, then add the answer to the taboo list of that
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question. This implies the same reasoning as rule 1. However, in this case it has been
added to the taboo list to prevent the players from entering the same answer again in
order to give other sub–classes of this concept the opportunity to be discovered.

Name Value Usage

Question
Threshold

Represents how many times
the players should agree on an
answer

Determines when an answer can
be added as a question to the
question list

Pass Thresh-
old

Represents how many times
the players should agree on
passing a question

Determines when a question
should be removed from the
question list

Element
Threshold

Represents how many vari-
ant answers the players should
agree on to a question

Determines when a question
should be removed from the
question list

Taboo List
Threshold

Represents how many variant
words there should be in the
taboo list of a question

Determines when a question
should be removed from the
question list

Taboo
Threshold

Represents how many times
the players should agree on an
answer to a question

Determines when an answer
should be added as a taboo to
the taboo list

Table 4.1: Game Parameters

The thresholds are configurable values that need to be set before updating the game’s
database. However, the relationship between the thresholds should be taken into ac-
count when setting the values of these thresholds. The Question Threshold value should
be less than the Taboo Threshold. The reason for this is to give the answer the oppor-
tunity to be a question before adding it to the taboo list and preventing it from being
a question ever. This is because once it is added to the taboo list; the players will not
be able to provide the same answer as the taboo. Therefore, the value of the answer
will never increase to reach the Question Threshold.

For example, lets assume that the value of the Question Threshold is 10, and the value
of the Taboo Threshold is 5. If the players agreed 5 times that A is an answer for a
question, then according to rule 5 A is added to the taboo list of that question. The
players can not provide an answer identical to any word in the taboo list. Thus, the
players can not provide A as an answer. As a result, it will never be added to the
questions list as the players need to agree 10 times that A is an answer to the question
before adding it to the question list.

In addition, the value of the Question Threshold affects other parameters that are
defined in the second component, Ontology Builder. This dependency is explained in
the next section.
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4.3 Ontology Builder Component

The Ontology Builder Component is an algorithm used to build ontologies based on the
information stored from the different game sessions by the Game Basics subcompo-
nent. The information used is mainly the player’s answers. This information is stored
as a graph in the database. The graph suffers from three main issues. The first issue is
that it contains noise i.e. improper data. The second issue is that it is not minimal. It
might contain explicit redundant information which should be removed. For example,
the graph might contain the following information:

A is a subclass of B
B is a subclass of C
A is a subclass of C

The third statement is implicitly known since it follows from the first two and from the
transitivity of the “sub–class” relation; therefore it should not be present in the graph.
The third issue is that the graph might contain cycles as follows:

A is a subclass of B
B is a subclass of C
C is a subclass of A

This is not a feature of an ontology. Thus, any cycle in the graph should be traced and
removed.

In order to build an ontology, the algorithm takes a weighted directed graph stored in
the database and outputs a clean and minimal weighted directed acyclic graph based
on certain mechanisms and thresholds. The nodes in the graph represent the answers
that the players agreed on while the directed edges represent the “is–subclass–of” re-
lationship between the nodes. The weight in each edge represents the number of times
the players agreed that the node A is “a sub–class of” or is “a kind of” the node B by
providing answer A to the question that has B as a concept in it. Figure 4.3 shows a
sample of the input and the output of the algorithm.

The following section provides a brief introductory to the basic concepts of the graph
theory.

4.3.1 Introduction to the Graph Theory

A graph is a set of objects called points, nodes, or vertices connected by links called
lines or edges. The set of nodes of a graph G is usually denoted by V while the set of
edges is denoted by E. Thus, to indicate that the graph G has a set of nodes V and a
set of edges E, it is written as G = (V, E) [14].
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(a) Input (b) Output

Figure 4.3: Algorithm Finding

The most important thing to note about an edge is the pair of nodes it connects; hence
the edges can be considered as 2-element subsets of V. This means that the edge con-
necting nodes i and j is just the set {i, j} [14]. Throughout this document an edge is
donated by eij.

In a simple graph3, an edge from node A to node B is considered to be the same thing
as an edge from node B to node A. This graph is known as undirected graph. There are
many other types of graphs. This section briefly defines the graphs that are refereed to
in this project which are the directed graph, directed acyclic graph, and weighted graph.

Directed graph is a graph in which an edge from node A to node B is considered to be
a distinct edge as an edge from node B to node A. Directed acyclic graph also called a
DAG, is a special kind of directed graph with no directed cycles; that is, for any node
A, there is no directed path that starts and ends on A. A graph is considered to be a
weighted graph if a positive number i.e. weight is assigned to each edge. Such weights
might represent costs, lengths, capacities, or anything else depending on the problem.
Weight of the graph is the sum of the weights given to all edges.

The following section describes how the algorithm works.

4.3.2 Algorithm Description:

The algorithm is divided into two main parts which are Direct Parent Finder and In-
direct Parent Finder. The Direct Parent Finder scans through the whole graph that is
stored in the database and outputs two distinct graphs O and T from the initial graph.
The graph O contains the nodes with one possible parent i.e. vertices that have only
one edge to another vertex. This graph represents the algorithm final output. The
graph T contains the nodes with multiple parents i.e. vertices that have more than one

3http://en.wikipedia.org/wiki/Graph(mathematics)
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edge. Each node and its possible parents are represented as a separate graph within
the graph T. The Indirect Parent Finder processes each graph in T, finds the parents
for nodes that have more than one possible parent i.e. finds the eligible vertex for the
vertices that have more than one edge, and adds the node and its eligible parent to O.
Notice that the initial graph that is stored in the database is scanned only once. This
is due to the fact that the initial graph could be a huge graph and processing it is a
very heavy and resource consuming process.

Before describing each part in more detail, the variables and the thresholds that are
used in the algorithm are introduced. The definitions of the variables that are used in
the algorithm are listed below:

• G is the weighted directed graph that is stored in the database

• N is the number of vertices in G

• V is the set of all the vertices in G

• E is the set of all the edges in G

• O is a sub–graph of G. It is the final output of the algorithm.

• T is a sub–graph of G that the first part of the algorithm outputs. It is a
temporary graph used to store the vertices that have more than one parent.

Moreover, the algorithm has two configurable parameters that are used as a measure
to filter the graph from the noise. These parameters are the Node Threshold and the
Parent Threshold. Both of the thresholds represent the value of the edge connected
to a node. The Node Threshold determines when a node should be added to the final
graph while the Parent Threshold determines when to consider a node as a parent to
another node.

As mentioned in the previous section there is a dependency between the Question
Threshold value and the Node Threshold value. The Node Threshold value should be
equal to or less than the Question Threshold. The Question Threshold determines when
an answer should be added as a question i.e. moving a concept to be a super–class or
sub–class. The Node Threshold determines when a node i.e. class should be repre-
sented in the final graph. Logically speaking, all the nodes that were eligible to be
moved as a super–class or sub–class should be represented in the final graph. If this is
not the case, then gaps will be introduced in the final ontology. This means that the
ontology will contain concepts that are not related, which is invalid as all the concepts
in the ontologies produced by the Ontology Refinement System are meant to be related.

For example, lets assume that the Node Threshold is equal to 20 and the Question
Threshold is equal to 15. The question displayed to the players is “——- is a Kind of
Animal?”. Lets assume that 15 players agreed that Mammal is a kind of Animal.
Therefore, Mammal is added as question. The new question is “——- is a Kind
of Mammal?”. Lets assume that 20 players agreed that Cat is a kind of Mam-
mal. Therefore Cat is added as question. This information is added to the game’s
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database. When the algorithm processes the graph stored in the database, the algo-
rithm will add the Cat node to the final graph as the value of its edge is greater than
the Node Threshold. However, the algorithm will not add the Mammal node to the
final graph as the value of its edge is less than the Node Threshold creating gap in the
final ontology.

The following sections describe the Direct Parent Finder and the Indirect Parent Finder
in more detail.

Direct Parent Finder

The Direct Parent Finder which is the first part of the algorithm, aims to find the
nodes in the initial graph G that have one direct parent and add them to the final
graph O. Moreover, it adds all the other nodes that have more than one direct parent
to the temporary graph T. It is the only place where the initial graph G is scanned
completely. It takes G as an input, processes it, and outputs two graphs O and T. Both
O and T are sent to the Indirect Parent Finder for further processing. The following
is a step–by–step description of what the Direct Parent Finder does:

a. For each node in G find the set of all parents. In other words, for each vertex
find the set of all the edges and the set of all the vertices that are directly linked
to that vertex.

So, for each vertex vi that belongs to the set of vertices V such that i is less than
or equal to the number of vertices N, find all the edges Ec(i) of vi such that Ec(i)

belongs to E and the set of vertices Vj such that Vj is a subset of V and there
exists an eij such that eij is the direct link between vi and vj and eij belongs to
Ec(i) and vj belongs to Vj.

Note that vi represents the sub–class or child node and Vj represents the set of
all possible parents of vi.

b. If the node has no associated parents i.e. the set Ec(i) is empty, then this node
is the root node. So, add it to the final graph O as a root node and go back to
step a.

c. If the node has one or more parents, then make sure that this node is not a noise
i.e. it is eligible to be represented in the final graph.

A vertex is eligible to be represented in the final graph if it is connected to an
edge such that the weight of the edge is greater than a threshold. The threshold
is used to filter the noise, improper data from the input graph, and remove the
vertices that should not be represented in the output. This can be done as follows:

If there exists eij such that eij belongs to Ec(i) and eij has a weight greater than
or equal to the Node Threshold then the vertex vi is eligible to be represented in
the output graph O, so proceed to the next step otherwise go back to step a.
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d. After filtering the node i.e. sub–class, the set of possible parents should be fil-
tered as well. Only the eligible parents should be considered in the list of possible
parents.

A vertex is eligible to be considered in the list of possible parents, if it is connected
to an edge such that the weight of the edge is greater than a threshold. This is
used to filter the noise, improper data from the graph, and remove the vertices,
parents, which should not be considered while processing the sub–classes. This
can be done as follows:

If there exists only one eij such that eij belongs to Ec(i) and eij has a weight
greater than or equal to the Parent Threshold then the vertex vj is the only eli-
gible parent so add vi and vj to the output graph O and go back to step a.

If there is more than one edge eij that has a weight greater than or equal to the
Parent Threshold, then add all the vj that are connected by these eij to the set
of temporary parent vertices Vtp and proceed to the next step.

Note that the value of the Parent Threshold should be less than the value of the
Node Threshold. The reason for this is to enable specialisation of concepts i.e.
moving the nodes from general to specific parent by reducing the value of the
Parent Threshold but keeping it sufficiently high to filter the noise i.e. improper
parents.

e. After finding the set of temporary parents, the relationship between these parents
should be found i.e. whether a parent is a sub–class of another parent. This helps
in finding the most accurate specialised parent. It also helps in eliminating the
explicit redundant data which is discussed later.

The relationship is found through the Cartesian–Product of all the temporary
parents.

Let CP be the set of Cartesian–Product such that

CP = Vtp × Vtp = {(va, vb)|va, vb ∈ Vtp, va 6= vb}

f. After finding the Cartesian–Product of the temporary parents, the parents that
are not related are removed from the set of the Cartesian–Product. The parents
that are not related can be found as follow:

If the weight of the edge from A to B is greater than zero and the weight of the
edge from B to A is zero, then there is no relation between B and A, but there
is a relation between A and B.

A >0−−→ B
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A =0←−− B

Note that if the weight of the edge in both directions is equal to zero, then the
relationship between the two parents can not be determined. This is because the
case of a sub–class having more than one parent is taken into account. In this
case the parents are not related to each other but they are still valid parents. So,
they should be among the other elements in the Cartesian–Product in order to
be considered as parents in later stages.

In other words, for each element (x,y) in the CP list, if there exists (a, b) such
that eab exists but eba does not exists, then remove (b, a) from CP.

g. After removing the non–related elements from the Cartesian–Product of the tem-
porary parents, if there is only one element in the Cartesian–Product, then the
value in the left side of the element is the parent e.g. x is the parent in the
element (x, y). This is because the left value is more specific than the right one
as (x, y) is interpreted as x is a sub–class of y. The parent and its child are
added to the final graph, and the algorithm goes back to step a.

If there is more than one element in the Cartesian–Product, then these elements
are added to the temporary parent’s graph with its associated child, and the
algorithm goes back to the step a.

h. The whole graph is scanned once. If there are nodes in the temporary graph the
algorithm executes the second part to find the parents for the nodes that still
have many possible parents.

The Pseudo–Code of the above algorithm is illustrated in algorithm 4.1.
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Algorithm 4.1: Direct Parent Finder
Input: G [ a weighted directed graph with N vertices]
Data: N is the number of vertices in G

V is the set of all the vertices in G
E is the set of all the edges in G
O is a sub–graph of G. It is the final output of the algorithm.
T is a sub–graph of G that the first part of the algorithm outputs. It is a
temporary graph used to store the vertices that have more than one parent
NT is the NODE THRESHOLD
PT is the PARENT THRESHOLD

Output: O and T

O ←− ∅
T ←− ∅
NT ←− 50
PT ←− 20

foreach (vi in the set V , such that i <= N) do
Set Ec(i) to be the set of all the edges of vi such that Ec(i) ∈ E
/* Note vi represents a sub--class */
Set Vj to be the set of all the vertices such that:
∃ eij ∈ Ec(i) such that:

eij is the immediate links between vi and vj, vj ∈ Vj and, Vj v V
/* Note Vj represents the set of super classes i.e. parents of a

particular subclass vi */

if (Ec(i) = ∅) then
add vi as a root vertex in O

else if (∃ eij ∈ Ec(i) such that eij >= NT ) then
if (∃=1 eij ∈ Ec(i) such that eij >= PT ) then

add vi and vj to O such that vj is an endpoint of eij

else if (∃>1 eij ∈ Ec(i) such that eij >= PT ) then
add all the vj that are connected by these eij to the set of temporary
parent vertices Vtp

Let CP be the set of Cartesian Product such that :
CP = Vtp × Vtp = {(va, vb)|va, vb ∈ Vtp , va 6= vb }
foreach ((x, y) ∈ CP ) do

if (∃ (a, b) such that (@ eab) and (∃ eba)), eab, eba ∈ Ec(i) then
remove (a, b) from CP such that:

eab is the immediate link between a and b
eba is the immediate link between b and a

end
if (∃=1(x, y) ∈ CP ) then

add vi and x to O
else if (∃>1 (x, y) ∈ CP ) then

add vi and CP to T
end

end
end

end
end

Indirect Parent Finder

The Indirect Parent Finder which is the second part of the algorithm, takes O and T
as input and outputs O. The main functionality of the second part is to find the most
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accurate parent for the node that has more than one parent. The node and its parents
are stored in T. T actually contains N number of sub–graphs that are isolated. Each
sub–graph consists of a node and its associated parents.

So, for each sub–graph that belongs to T, the sub–graph is sent to a recursive function
fp. This function finds the parent of the node in the sub–graph. The function is able to
detect and remove any cycle across the sub–graphs that are sent to it. The function fp
returns false if a cycle is found and true if the parent is found. So, in order to make sure
that all the cycles are removed and a parent is found for the node in each sub–graph,
the algorithm keeps calling fp until all the cycles are removed and a parent is found.

Due to the fact that the algorithm keeps calling the function in an internal loop and the
function is a recursive function, the direct parent of some other nodes might be found
while processing a node. In order to prevent the processing of the same node again, a
check has been added before calling the loop to verify if the parent of that node has
been already found.

Let (ti, CPi) be a sub–graph in T such that i is less than A, ti is the node i.e. sub–
class that has more than one parent, CPi is the set of all the possible parents for ti, and
A is the number of sub–graph in T. The Pseudo–Code of the Indirect Parent Finder
algorithm is illustrated in algorithm 4.2.

Algorithm 4.2: Indirect Parent Finder
Input: T and O
Data: CP is a sub–graph in T
Output: O
Require: T 6= ∅
foreach ((ti, CPi) ∈ T ) do

if (ti /∈ O) then
/* If a cycle is found and removed fp returns false, so process the

same graph again as the current processing has been rolled back
*/

while (! fp (ti, CPi)) do
fp (ti, CPi)

end
end

end

The following section is a step–by–step description of how the function fp works:

The Recursive Function fp:

The function fp takes a graph as an input and returns true or false. The only variable
required by the function is C.

Let C be a sub–graph of T. C is used to trace cycles. Initially C is an empty graph.
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The function works as follow:

Each parent in the list of possible parents is used to eliminate the possible parents which
leads to finding the most accurate parent. In order to do this, the parents’ hierarchy
of each parent should be known.

a. For each element (x, y) that belongs to CPi such that (ti, CPi) belongs to T,
perform the following:

b. First make sure that there is no cycle so far. This can be done by verifying that
the algorithm was not trying to find the parent of ti before.

If this is the case, then a cycle is found. In order to remove the cycle, the algorithm
finds the smallest weighted edge that is involved in the cycle and removes it. After
this the algorithm clears C and returns false.

c. If there is no cycle, then verify whether the direct parent of x is known. This can
be done by checking if the parent x exists in the final graph O.

If the parent x does not exist in the final graph O, then the algorithm adds ti to
C in order to keep track of all the vertices that have been processed recursively
to trace a cycle. Then the algorithm calls the same fp function again passing the
parent x as the vertex in which a parent needs to be determined. If the function
returns false i.e. a cycle has been removed, then the processing of all the vertices
that are involved in the cycle is rolled back. This is because of the fact that
the element that has been removed from the original possible parents CPi might
belong to any sub–graph in T such that its vertex ti is involved in the cycle and
this might affect the accuracy of the vertices that are involved in the cycle and
have been processed partially.

d. If the parent x exists in the final graph O, and if there exists only one element in
CPi, then add the left value as a parent to ti in the final graph O, remove the
processed graph (ti, CPi) from the temporary graph T, and return true.

e. If there is more than one element in CPi, then find the parent’s hierarchy of x
and store it as a graph in SP such that x is the lowest node in the graph. The
order of the element in SP is important as it shows the hierarchy of the parents
starting from the direct parent of ti.

The parent’s hierarchy is used to remove the redundant data by first removing
the connected parents and then removing the indirect parents from the list of
possible parents CPi.

f. Remove all the connected parents from the list of possible parents CPi. This can
be done by iterating through the parent’s hierarchy and for each element a, if the
element a exists in the list of possible parents CPi as both a child element and a
parent element, then remove all the elements from CPi where a is a child element.
This actually removes the redundant information and results in the identification
of the most specialised parent.
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For example suppose,
SP = (5, 9, 1, 3) , and
CPi = {(5, 1), (5, 3), (8, 5)}

After removing the connected parent,
CPi = {(8, 5)}

g. If there exists only one element in CPi, then add the left value as a parent to ti
in the final graph O, remove the processed graph (ti, CPi) from the temporary
graph T, and return true.

h. Remove all the indirect parents from the list of possible parents CPi. This can be
done by iterating through the parent’s hierarchy and for each two nearest parents
a and b that are found in CPi, remove all the other elements (x, y) from CPi

such that a is equal x but b is not equal to y.

For example suppose,
SP = (1, 6, 2, 8), and
CPi = {(1, 2), (1, 8), (6, 2)}

After removing the indirect parents,
CPi = {(1, 2), (6, 2)}
(1, 8) is implicitly known.

i. If there exists only one element in CPi, then add the left value as a parent to ti
in the final graph O, remove the processed graph (ti, CPi) from the temporary
graph T, and return true.

j. If there exists more than one element in CPi and x was the last parent to be
processed in the current graph (ti, CPi), then in this case the algorithm concludes
that the element ti has more that one parent. Therefore, add each left value in
CPi as parent to ti in the final graph O, remove the processed graph (ti, CPi)
from the temporary graph T, and return true.

k. If there exists more than one element in CPi and x was not the last parent to
be processed in the current graph (ti, CPi), then in this case the algorithm goes
back to step a.

The Pseudo–Code of the Recursive Function fp is illustrated in algorithm 4.3.
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Algorithm 4.3: Recursive Function fp
Input: ti and CPi

Data: O is a sub–graph of G. It is the final output of the algorithm.
T is a sub–graph of G that the first part of the algorithm outputs. It is a
temporary graph used to store the vertices that have more than one parent
C is a sub–graph of T . C is used to trace cycles

Output: true or false
C ←− ∅
if (ti ∈ C) then

find eab such that eab ∈ C and eab is the smallest edge
remove (a, b) ∈ (ti, CPi) such that:

(ti, CPi) ∈ T , b is the endpoint of eab and a is the start point of eab

set C = ∅
return false

end
foreach ((x, y) ∈ CPi, such that (ti, CPi) ∈ T ) do

if (x /∈ O) then
add ti to C
fp (x, CPi)

else
if (∃=1(x, y) ∈ CPi) then

add (ti, x) to O such that (ti, x) ∈ T
remove (ti, CPi) from T such that (ti, CPi) ∈ T
return true

end
Let SP be the set of all the vertices v such that:
∃ eij from vi to vj, vi and vj ∈ O AND v0 = x

remove ∀(a, b) ∈ CPi such that:
∃ eab ∈ T ,
∃ (c, d) ∈ CPi,
a = d, and a ∈ SP

if (∃= 1(x, y) ∈ CPi) then
add (ti, x) to O such that (ti, x) ∈ T
remove (ti, CPi) from T such that (ti, CPi) ∈ T
return true

end
remove ∀ (x, y) ∈ CPi such that:
∃ exy ∈ T ,
x = a,
y 6= b,
a, b ∈ SP , and
a and b are the nearest elements in the list that exists in CPi

if (∃= 1(a, b) ∈ CPi) then
add (ti, a) to O such that (ti, a) ∈ T
remove (ti, CPi) from T such that (ti, CPi) ∈ T
return true

else if (∃> 1(a, b) ∈ CPi AND x is the last element of CPi) then
foreach ((a, b) ∈ CPi) do

add (ti, a) to O such that (ti, a) ∈ T
end
remove (ti, CPi) from T such that (ti, CPi) ∈ T
return true

end
end

end
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4.3.3 Example

This section provides an example that demonstrates a step–by–step how the algorithm
works. The example covers almost all the different cases that the algorithm handles.

Assume that figure 4.4 represents a collective assertion of the players’ answers in iso-
lated game sessions for an ontology G. Assume that the Parent Threshold is set to 10
and the Node Threshold is set to 20.

Note that the algorithm is not affected by the order in which the elements are pro-
cessed. It always gives the same answer. The algorithm has been tested with different
scenarios and each time it gave the same answer.

Figure 4.4: Example Input

Direct Parent Finder

Case 1: Root Element
Let vi be the vertex with label 7
In this case Ec(i) is ∅ as there is no edges connected from the vertex
Therefore Vj is also ∅
As stated in the algorithm
if (Ec(i) = ∅) then

add vi as a root vertex in O
end if
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Vertex with label 7 is the root element.
The vertex 7 is added to the final graph O as a root element.

Case 2: One Direct Parent
Let vi be the vertex with label 3
In this case Ec(i) = { e3,4 , e3,7 } and Vj = {4, 7}
Ec(i) is not an empty set. Therefore, 3 is not a root element

e3,4 = 20 and e3,7 = 20, therefore there exists an edge such that its value is
greater than or equal to the Node Threshold, which is 20

In this case, both of the edges are greater than the Parent Threshold, so there
exist more than one edge that is greater than or equal to the Parent Threshold,
so
Vtp = {4, 7}
CPi = Vtp × Vtp = {(4, 7), (7, 4)}
ee4,7 = 30 and,
ee7,4 = 0 which means it does not exist

As stated in the algorithm if there exist (a, b) such that (@ eab) and (∃ eba))
then remove (a,b)

Therefore, the element (7, 4) is removed from CPi

CPi = {(4, 7)}

Because, there exist only one element in CPi, then the left element, which
is 4, is the parent of vi which is 3

3 and 4 are added to the final graph O

In the same manner the other vertices are processed. The output of the first
part of the algorithm is as follow:
Vertex 1 and its CP = {(9,7), (11,7), (11,9)} are added to T
Vertex 2 and its CP = {(1,7), (10,7), (1,10)} are added to T
Vertex 6 and its CP = {(1,7), (9,7), (10,7), (1,9), (1,10), (9,10)} are added
to T
Vertex 11 and its CP = {(6,7), (9,7), (10,7), (6,9), (6,10), (9,10)} are added
to T

Vertex 4 and its parent 7 are added to O
Vertex 8 and its parent 4 are added to O
Vertex 9 and its parent 10 are added to O
Vertex 10 and its parent 7 are added to O

Vertex 5 is not added to any of the graphs as it does not have any edge that
is greater than or equal to the Node Threshold.
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The output of the Direct Parent Finder is illustrated in figure 4.5 and figure 4.6.

Figure 4.5: Direct Parent Finder Output (Graph O)

Figure 4.6: Direct Parent Finder Output (Graph T)

Indirect Parent Finder

In the second part of the algorithm, each sub–graph of T enters a loop that keeps
calling the fp function until a parent is found.

Case 3: Cycle
Starting with the first sub–graph in T,
let ti be the vertex with label 1 and CPi = {(9,7), (11,7), (11,9)}
ti does not exist in O
Let C = ∅
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1 does not exist in C
Loop through each element in CPi

1. Let (x, y) = (9, 7)
9 exists in O
CPi has more than one element, so proceed
SP = (9, 10, 7)

Removing connected parents:
Let (a, b) = (9, 7)
Let (c, d) = (11, 9)
a = d = 9 and a exists in SP, so remove (9, 7) from CPi

CPi = (11,7), (11,9)

Still more than 1 parent exits, so proceed

Removing indirect parents:
There is no indirect parent to remove

Still more than 1 parent exits, so proceed with another element in CPi

2. Let (x, y) = (11, 7)
11 does not exist in O
ti which is 1 does not belong to C
So, 1 is added to C
C = {1}

Internal call to fp:
Let ti be the vertex with label 11,
and CPi = {(6,7), (9,7), (10,7), (6,9), (6,10), (9,10)}
11 does not exist in C

Loop through each element in CPi

(a) Let (x, y) = (6, 7)
6 does not exist in O
11 does not belong to C
So, 11 is added to C
C = {1, 11}

Internal call to fp:
Let ti be the vertex with label 6,
and CPi = {(1,7), (9,7), (10,7), (1,9), (1,10), (9,10)}
6 does not exist in C

Loop through each element in CPi

i. Let (x, y) = (1, 7)
1 does not exist in O
6 does not belong to C
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So, 6 is added to C
C = {1, 11, 6}

Internal call to fp:
Let ti be the vertex with label 1,
and CPi = {(9,7), (11,7), (11,9)}
1 exists in C

Removing the cycle:
C = {1, 11, 6} and,
e1,11 = 11,
e11,6 = 30,
e6, 1 = 50,
e1,11 is the smallest edge, therefore the element (1, 11) is removed
from the sub–graph that belongs to T and has 1 as the ti vertex.

C = ∅
Return false

All the internal calls of the function fp return false, so proceed with the main
loop in the second part of the algorithm that calls the fp function again with
the same sub–graph that returned false.

Figure 4.7 represents the graph T after removing the cycle.

Figure 4.7: Indirect Parent Finder Removes Cycle From Graph T

Starting again with the first sub–graph in T,
let ti be the vertex with label 1 and CPi = {(9,7)}
1 does not exist in O
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Let C = ∅

1 does not exist in C
Loop through each element in CPi

1. Let (x, y) = (9, 7)
9 exists in O
CPi has only one element so,
add 1 and its parent 9 to the final graph O
remove 1 and its CPi from T
Return true

Figure 4.8 and figure 4.9 represent the new graphs (T and O) after processing
vertex 1.

Figure 4.8: Indirect Parent Finder Outputs Graph O after Processing Vertex 1

Processing the second sub–graph in T,
Let ti be the vertex with label 2 and CPi = {(1,7), (10,7), (1,10)}
2 does not exist in O
Let C = ∅

2 does not exist in C
Loop through each element in CPi

1. Let (x, y) = (1, 7)
1 exists in O
CPi has more than one element, so proceed
SP = (1, 9, 10, 7)

Removing linked parents:
Let (a, b) = (10, 7)
Let (c, d) = (1, 10)
a = d = 10 and a exists in SP so remove (10, 7) from CPi

CPi = {(1,7), (1,10)}
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Figure 4.9: Indirect Parent Finder Outputs Graph T after Processing Vertex 1

Still more than 1 parent exits, so proceed

Removing indirect parents:
For each element in SP, find the element and its nearest parent in the list
such that it exists in CPi

For element 1 in SP, the nearest parent that can be found in CPi is 10
So, remove from CPi all the elements (x, y) such that x = 1 and y 6= 10
The element (1, 7) is removed from CPi

There exits only one element in CPi so,
add 2 and its parent 1 to the final graph O
remove 2 and its CPi from T
Return true

In the same manner the other vertices (6 and 11) are processed. Figure 4.10
represents the final graph O after processing all the sub–graphs in T.

4.4 Ontology Representation Generator Component

The Ontology Representation Generator Component is responsible for representing the
output of the Ontology Builder Component formally. The output of the Ontology
Builder Component is a graph that represents an ontology. The Ontology Representa-
tion Generator Component takes the ontology and represents it in any ontology lan-
guage that is specified in the component. The ontology language that is used in this
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Figure 4.10: Indirect Parent Finder Final Output (Graph O)

thesis is the OWL–DL.

The Ontology Builder Component processes the knowledge collected by the Game Com-
ponent and produces a graph. This graph is sent to the Ontology Representation Gen-
erator Component as a set of statements. The Ontology Representation Generator
Component processes each statement and represents it in an OWL–DL format with
a “is-sub-class-of” relationship between the nodes in the statement. If the statement
has only one node, then it infers that the node in the statement is a root node. Thus,
it adds the comment that states it is a root node to this node and it does not add
the relationship “is-sub-class-of” to this node. The Ontology Representation Generator
Component uses the ontology name to define a unique namespace4 for the ontology and
its nodes. The Ontology Representation Generator Component produces a physical file
representing each ontology.

4A Namespace uniquely identifies a set of names so that there is no ambiguity when objects having
different origins but the same names are mixed together.
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Chapter 5

Implementation

This chapter provides technical details of the implementation of the Ontology Refine-
ment System. It presents the programming languages, frameworks, and tools that have
been used during the development of each component in the system. Moreover, it
provides screen shots of the Game Component interface and a sample output file of
the Ontology Representation Generator Component. This chapter explains the internal
representation of the data structure that has been used in the Ontology Builder Com-
ponent. Furthermore, it describes the technical limitations of the Ontology Refinement
System.

5.1 Main System Architecture

The Ontology Refinement System has been implemented purely in Java. Some of the
system’s components have been deployed in a Web server so that they can be accessed
publicly through the Internet or a network, while other components have been deployed
in a game server to prevent direct access to them. These components provide features
that serve the game and the ontology generation functionalities. Figure 5.1 illustrates
the main system architecture.

Figure 5.1: Ontology Refinement System Architecture

The Ontology Refinement System is implemented in three different tiers. The first tier
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is the client tier. It represents the players’ systems. The players can access the game
through their Internet browsers. The second tier is the middle tier. It contains the main
system’s components which are the Game Component, Ontology Builder Component,
and the Ontology Representation Generator Component. It has two servers which are
the Web server and game server. The Web server enables the players to access the
game through a URL. On the other hand, the game server is responsible for managing
all the logged in players and live game sessions. It initialises the game when there are
two free players and stores the game information when the game is over. Moreover, it
receives events from the Web server, processes them, and sends the response back to
the Web server. Examples of the events are log in, answer, pass, and time over. The
last tier is the data tier. This tier is responsible of storing the data required to start a
game and the data collected at the end of every game.

5.2 Technologies

There are different frameworks and tools that have been used in order to develop the
Ontology Refinement System’s components. This section briefly introduces the tools
that have been used.

5.2.1 Java Applet

An applet1 is a program written in the Java programming language. It can be included
in an HTML page. It aims to provide interactive features to Web applications which
cannot be provided by plain HTML. Applets are compatible to be executed by browsers
in any platform such as Windows and Linux.

The Game Basics subcomponent has been implemented as a Java Applet. This is due
to the fact that the game should be interactive and accessible globally through the
Internet or locally in a network. The Game Basics subcomponent is deployed in a Web
server and it connects to a game server. More information about the Web server and
game server is provided later in this section.

The Game Basics subcomponent is responsible for displaying the game to the players,
sending events to the game server, receiving events from the game server and updating
the game interface based on the game server response.

5.2.2 Web Server

The game should be accessible through the Internet or a network. This can be ac-
complished through a Web server. A Web server is a software that receives requests
from Web browsers and responds back with the requested resources. The resources are
mostly in the form of Web pages. The Web server should be installed in a machine
that is accessible through the Internet or a network to enable the clients to request for
resources.

1http://java.sun.com/applets/
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Apache Tomact 5.52 Web server has been installed in order to make the game available
through the Internet or a network. Tomact has been used because it is an open source
software that most of the developers use to deploy their Java applications. It has many
tools that can facilitate managing and configuring the deployed applications. The Game
Basics subcomponent is deployed in Tomcat.

5.2.3 Game Server

The game server is a Java application that has been developed by the author to act
as a server. The game server provides different features to the Ontology Refinement
System. It connects to the Game Basics subcomponent through socket 3 connection.
This connection is used to receive events from the Game Basics subcomponent and
send the responses back to the subcomponent. The events include new player logs in,
question pass request, new answer to a question, and time out. In addition, the game
server handles multiple game sessions. It starts a new game session when two free
players are available, matches the answers provided by two players playing in the same
game session, allows new question to be displayed if the two players playing in the same
game session agreed to pass a question, and frees the players when the game session is
over. Moreover, the game server connects to the database through Spring framework
to retrieve the game initial data and store the knowledge collected from every game
session. The Game Mechanics subcomponent, Ontology Builder Component, and On-
tology Representation Generator Component are deployed in the game server.

The initial code of the game framework has been taken from [6]. This code has the
socket connectivity implementation and some simple events like, logging in, logging
out, and chatting. The client interface in the code provided by [6] is a command line.
The implemented game is capable of managing one session at a time i.e. two players
playing together.

5.2.4 Quartz Scheduler

Scheduler is a program that executes a specific task which is a program as well in a spe-
cific time pattern e.g. daily or monthly or after a period of time. Quartz Scheduler4 is
an open source job scheduling system that can be integrated with any Java application.

The Game Machines subcomponent is integrated with the Quartz Scheduler to imple-
ment a scheduled job. This scheduled job is responsible for updating the question and
taboo lists in the game’s database. The implementation of the Quartz Scheduler has
been accomplished through the integration classes that the Spring framework offers.
The job runs independently of the game. It updates the data in the database so that
future rounds of the game can retrieve the updated questions. The job runs every 10
minutes.

2http://tomcat.apache.org/
3A server runs on a specific computer and has a socket that is bound to a specific port number. The

server just waits, listening to the socket for a client to make a connection request
4http://www.opensymphony.com/quartz/
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The Game Machines subcomponent uses a number of predefined thresholds in order
to update the question and taboo lists. These thresholds are configurable parame-
ters. They can be adjusted at any time. Appendix A explains how to configure these
parameters.

5.2.5 Jena Framework

Jena5 is an open source Java framework for building Semantic Web applications. It
provides an easy API that can be integrated within any Java application. It provides a
programmatic environment for RDF, RDFS and OWL, SPARQL and includes a rule-
based inference engine.

The Ontology Representation Generator Component is a Java application that is inte-
grated with Jena in order to produce ontology OWL files. There is no specific reason
to go with OWL specification. RDF specification will work fine as well in this project
because the ontology has only a class hierarchy with sub-class and super-class relation-
ships. However, future work may include other relationships that are support by OWL
only.

5.2.6 Spring Framework

Spring6 is an open source layered Java application framework. The main advantages
of using Spring framework, are (i) abstraction of the data access code, (ii) providing a
rich hierarchy of data access exceptions, independent of any particular persistence prod-
uct, (iii) facilitating the extraction of configuration values from Java code into XML
or properties files enabling the modification of the data source configuration without
affecting the code. Spring has many other advantages as well.

The game server and all programs that are deployed in it do not have a direct access
to the database. Spring is used to implement the service layer between the game server
and database resource. The advantage of using the service layer in general is code
decoupling. The database technology can be changed at any time without affecting
the code. Moreover, Spring has been used to facilitate the integration of the Quartz
Scheduler.

5.2.7 Database

The game server needs to retrieve the question and taboo lists to start a new game
session. It also needs a repository to store the knowledge collected from the isolated
game sessions. Furthermore, the Game Mechanics subcomponent needs to retrieve and
update the question and taboo lists. In addition, the Ontology Builder Component
needs to retrieve the stored graphs from a repository to build the ontologies. In order
to provide a centralise repository, MySQL7 has been installed along with the other
software in the Ontology Refinement System.

5http://jena.sourceforge.net/
6http://springframework.org/
7http://www.mysql.com/
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MySQL is an open source light weight database that provides a command line interface
with simple commands to program. It has been used as a repository to retrieve and
store data required by all the components in the Ontology Refinement System.

5.2.8 Eclipse

Eclipse 8 is an open source integrated development environment (IDE). It provides
many tools that can be used during the development cycle of a program. It facilitates
the design, development, debugging, and deployment of an application. It mainly sup-
ports Java application development. However, it can be used for other programming
languages as well. It can be easily integrated with other tools like servers.

Eclipse has been used as an editor during the development of the Ontology Refinement
System’s components. It has been integrated with Apache Tomcat to facilitate the
deployment of the application.

5.3 Game Interface

This section explores the Graphical User Interface, GUI, of the game which is basically
the implementation of the Game Basics subcomponent. It provides screen shots of the
different states of the game. Moreover, it explains the various features of the game.

When a player accesses the game through the game URL, he or she will be presented
with the login screen which is illustrated in figure 5.2. The player needs to provide a
player ID and press on the login button in order to play the game.

If the player ID that the player provided is identical to another player’s ID who has
already logged into the game, the player will receive a message stating that he or she
needs to choose another ID and login again like in figure 5.3. The player needs to access
the game again providing a different player ID.

If the player provides a unique player ID which is not used by any other logged in
player, then the player will login successfully and he or she will be presented with a
message like in figure 5.4.

After logging successfully, the server will try to find another logged in player who is not
engaged in any game session. If there are no free players, then the server will prompt
the player with a message stating that it is trying to find a partner. If it is the case,
then the player needs to wait for some time in order to play the game.

Whenever the server finds a free player, the two players will be matched together and a
new game session will start. The server matches the players randomly, thus the chances
of cheating is eliminated. When the game starts, the players will be presented with the
game screen which looks like figure 5.5. Both of the players will see the exact screen.

8http://www.eclipse.org/
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Figure 5.2: Login Screen

Figure 5.3: Failure Login Screen

The main game screen has a number of components as illustrated in figure 5.5. These
components are as follow:

1. Topic: This represents the context of the question being asked. It has been
added to overcome the problem of ontologies overlapping. Different ontologies
might have the same concepts which are interpreted differently. This can cause
confusion for the players. Before reading the question, the player should have a
look at the topic to decrease the chances of misunderstanding and increase the
chances of earning points.

2. Question: This is the question the player needs to answer. It includes the
concept where in which sub-classes need to be found.

53



Figure 5.4: Successful Login Screen

Figure 5.5: The Main Game Screen

3. Taboo: This represents the list of words that the player is not allowed to pro-
vide as an answer. It actually represents the sub-classes that have been already
identified by other players in previous game sessions.

4. Answer: The player should type his or her answer inside the box and then hit
enter. If the player’s answer matches his or her partner’s answer, then the ques-
tion and its taboo list will change automatically. The player’s answer should not
be included in the taboo list. Moreover, it should not match the concept in the
question. The answer should contain more than one character. These are basic
rules that have been implemented to validate the player’s answer and reduce the
chance of cheating. More validations can be added to any extension of the game.

The player’s answer represents a sub-class to the concept in the question. The
player can provide as many answers as he or she can think of to a question until
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an answer matches his or her partner’s answer.

5. Pass: If the question is hard or the player can not agree with his or her partner
on an answer to the question, then the player can request his or her partner to
change the question. In order to do this, the player should click on the pass
button. The player’s partner will receive a message like in figure 5.6. If his or her
partner agrees to pass by hitting the pass button as well, then the question and
its associated taboo list will change automatically.

6. Time: It displays the remaining time of the game in seconds. The time is a
configurable parameter that can be changed as explained in appendix A.

7. Score: It displays the player’s score so far. Both the players in the game will have
the same score. The players score increases whenever they agree on an answer.

Figure 5.6: Pass Request Screen

When the game is over, the player will be presented with his or her score as will as the
highest score in all the game’s session. Figure 5.7 illustrates the score’s screen.

5.4 Sample OWL File

The aim of the Ontology Refinement System is to speed up the process of building
ontologies. The Ontology Representation Generator Component is responsible for gen-
erating the ontology files. It takes a set of statements and outputs an ontology file.
The ontology file is written in OWL–DL specification. Figure 5.8 represents a sample
OWL file produced by the Ontology Representation Generator Component.

The OWL file illustrated in figure 5.8 represents a “Transportation Ontology”. It
has a unique namespace for all the classes which is a combination of the name of the
class and the static URI http://buid.ac.ae/owl/ontologies/transporta tion/#.
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Figure 5.7: Gameover Screen

Figure 5.8: Sample Ontology Output File (OWL Format)

The root class which is vehicle, has a comment stating that it is a root class. All the
other classes have a “is–sub-class–of” relationship associated with them.

5.5 Internal Representation of the Data Structure

The data structure that has been used in the Ontology Builder Component is a graph.
Each graph represents an ontology. The graph has been internally stored in two different
tables in the database. The first table stores the index and the description of all the
unique answers i.e. concepts that the players agreed on at least once. Those concepts
are represented later in the graph as vertices. The second table stores the number
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of times the players have agreed on the fact that there is a “is-sub-class-of” relation
between the two concepts. The table uses the concept index from the first table as a
reference to these concepts. The number of times the players have agreed that there is
a relation between two concepts actually represents the edge’s weight. Figure 5.9 and
figure 5.10 represent sample screen shots of each table.

Figure 5.9: Concept Table

Figure 5.10: Weight Table

The screen shots represent the tables of the “Real State Ontology”. As you can no-
tice from the first table screen shot, the answers that the players agreed on are “Land”
and “Industrial”. The number of times the players have agreed that “Land” is a
sub-class of “Real State” is 33.

The graph has been represented in two different tables to facilitate the transformation
of a graph to a proper data structure in Java. In Java, the second table was used to
transform the internal representation of the graph into a matrix using Java array. Ar-
ray provides easy navigation through the elements in a matrix with a high performance.

The Ontology Builder Component outputs a set of statements. These statements con-
tain the indices of the elements. The first table is used to map the indices of the
elements in the statements to their description before sending the statements to the
Ontology Representation Generator Component. This assures that the statements that
are used to produce the ontology file contain the actual class description.

5.6 Technical Limitations

The game suffers from four technical limitations that can be fixed if more time were
provided. The limitations do not have any major impact on the functionalities of the
game as a prototype. However, the game can not be moved to production with these
limitations as it is hard to manage with a huge number of players.
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The first limitation of the game is that the applet can not be initiated in Internet Ex-
plorer. It can be initiated using Mozilla FireFox. Other browsers have not been tested.
The reason for that has not been investigated yet.

The second technical limitation is that the game does not have proper registration for
the players. The player ID is used to uniquely identify players. Therefore if two differ-
ent players are using the same ID, the second player will receive a message stating that
he or she needs to access the game again with a different player ID which is sometimes
annoying. This can be solved through the development of proper registration module
that stores registered players unique IDs.

The third technical limitation is that a player can only log in once from a machine. If
the player tries to log in more than once from the same machine with another player
ID, both of the game sessions will receive the same events from the server as the server
sends events to the client based on the client IP and socket. This can be solved by
either blocking the player from logging in more than once or having some unique ID
per game session that the client can use to filter the events received from the server
and process only the events that belong to the particular game session.

The last and major limitation is refreshing or closing the browse issue. If any player
refreshes or closes his or her browser before the game gets over, the player will never
be logged out from the system i.e. game server. Therefore, any player who will be
matched with this player, will never get any response from his or her partner. In order
to solve the problem, a scheduled job should be implemented that clears out i.e. logs
out all the inactive players after a certain period of time.
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Chapter 6

Experiment Design

In order to evaluate the usability and efficiency of the Ontology Refinement System,
an experiment has been conducted. The experiment focuses on evaluating the game
interface which is the Game Basics subcomponent and the algorithm design which is
represented by the Ontology Builder Component.

This chapter explores the design of the experiment. It explains the initial data that has
been used to run the game. It briefly introduces the manual that has been prepared in
order to ease the process of running the experiment anywhere. Moreover, it discuses the
parameters that can be adjusted based on the volume of the experiment i.e. the number
of volunteers and time given to play the game. It also describes the environment where
the experiment has taken place. Finally, it describes the surveys that have been used
to provide feedback about the game and to evaluate the ontologies produced by the
Ontology Refinement System.

6.1 Initial Data

The game requires a small set of predefined question and taboo lists in order to run the
first few sessions. Later game sessions will use the initial data as well as the players’
answers. The predefined question and taboo lists should belong to restricted domains
i.e. ontologies to increase the opportunity of producing intensive ontologies i.e. ontolo-
gies that contain many concepts.

The domains that have been selected for the experiments are “Animal”, “Transporta-
tion” and “Food Classification”. These domains cover different areas of interest and
commonsense knowledge. Intensive ontologies that represent these domains have been
defined prior to the experiment. These ontologies are used to build the question and
taboo lists of the experiment. In addition, they can be used to evaluate the ontologies
produced by the experiment.

The “Animal” ontology1 is an existing ontology that contains 417 concepts. The
1http://www.cs.man.ac.uk/r̃ector/modules/CS646/Lab-Material/animal-onts-lect-2/Animals-

tutorial-step-0.owl
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“Transportation” ontology2 is a mix of two existing ontologies and the author defined
ontology. The author’s concepts have been introduced because the existing ontologies
are small. The total number of concepts in both of the existing ontologies is 117. How-
ever, the relations between these concepts are mostly not a “is-sub-class-of” which is
not the main focus of the Ontology Refinement System. Only 18 concepts have “is-sub-
class-of” relation associated with them. The “Food Classification” ontology is purely
defined by the author. Existing ontologies have been used for reusability and ease of
evaluating the ontologies produced by the experiment.

A subset of the concepts defined in the three ontologies has been used to construct the
question and taboo lists i.e. the initial data of the experiment. Table 6.1 summarised
the initial data.

Ontology Question Taboo List

————— is a kind of animal? Mammal
Reptile

————— is a kind of mammal? Cat

Animal ————— is a kind of reptile? Crocodile

————— is a kind of crocodile?

————— is a kind of cat? Domestic cat

————— is a kind of domestic cat?

————— is a kind of vehicle? Wheeled vehicle
Aircraft

Transportation ————— is a kind of wheeled vehicle?

————— is a kind of aircraft?

————— is a kind of food classification? Proteins

Food Classification ————— is a kind of proteins? Dairy product

————— is a kind of dairy product? Cheese

————— is a kind of cheese?

Table 6.1: Experiment Initial Data

2http://www.xml.com/lpt/a/1531
http://faure.isti.cnr.it/ straccia/download/teaching/autos.owl
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6.2 Experiment Manual

The Ontology Refinement System should be installed in a machine that can be accessed
through the Internet or a network. Moreover, it requires a number of software to be
installed along with it in the server and in the client i.e. players’ machines as well.
In order to facilitate running the experiment anywhere and at anytime, an experiment
manual has been prepared. It provides detailed guidelines of how to run the experi-
ment. The instructions that the manual provides are for the administrators who want
to conduct the experiment as well as the volunteers who will be playing the game.

The experiment manual explains all the prerequisites needed to install the Ontology
Refinement System. The manual is divided into two sections. These sections are the
administrator section and the volunteers section. The administrator section provides
installation, testing, and troubleshooting guidelines of the game server, Web server and
game’s database. It explains the steps that the administrator needs to take into account
while running the experiment such as providing the guidelines to the volunteers prior
to playing the game. It describes the process of extracting the output after conducting
the experiment. It also explains the configurable parameters and how to adjust them.
Finally, it provides a copy of the survey that should be filled by the volunteers.

The volunteers section introduces the game. It explains in details the components in the
main screen of the game. It provides the list of prerequisites that the volunteers need to
have in order to play the game. Moreover, it describes the different states of the game
supplemented with sample screen shots. It provides the link to the online copy of the
survey which the volunteers need to fill after playing the game. The administrator can
use the provided copy of the survey in case the volunteers can not access the Website.
Finally, the manual discusses the tips that the volunteers need to follow in order to
avoid the technical limitations of the game that is explained in section 5.6. For more
information about the manual, refer to appendix A.

6.3 Parameters Configuration

The Ontology Refinement System defines a number of configurable parameters that can
be adjusted at any time. Most of these parameters are used by the Game Mechanics
subcomponent in order to update the game’s database as described in section 4.2.2.
The dependencies between these parameters need to be considered when adjusting their
values. These dependencies are explained in section 4.2.2 and section 4.3.2. Moreover,
the volume of the experiment i.e. the number of volunteers and time given to play the
game need to be considered when adjusting these parameters. For huge experiments,
the values should be high enough to reduce the noise, while for small experiment the
values should be low enough to enable the players to see different questions generated
by their answers.

The experiment conducted in this thesis is a small experiment. The total number of
players was 20 and the time given to play the game was around 2 hours. Thus, the
parameters were set to low values. Table 6.2 provides the values of the parameters set
for the experiment.
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Name Value

Question Threshold 3

Pass Threshold 30

Element Threshold 100

Taboo List Threshold 10

Taboo Threshold 4

No. of questions to be displayed 10

Table 6.2: Parameters Configuration of the Experiment

The number of times the players would agree on an answer to a question is expected
to be low; therefore the Question Threshold and the Taboo Threshold are set to low
values. The number of times the players would agree on passing a question is expected
to be medium; therefore, the Pass Threshold is set to a high value. This ensures that
the question will not be removed fast. The Element Threshold is set to a very high
value because players might agree once or twice on an answer to a question. Thus the
number of various answers to a question will be very high but most of these answers
are not eligible to be a question. In addition, the number of elements in the taboo list
is not except to be high as the number of times the players might agree on an answer
to a question is low. Therefore the Taboo List Threshold is set to a low value. The
number of questions the players will view in a single game session is expected to be low
because for a question to change the players need to agree on an answer or agree to
pass the question, and the duration of each game session is only 2 minutes. In case the
players have viewed all the questions in a session and the game is not over yet, then
the same set of questions will be displayed again to the players.

6.4 Environment

The experiment has been conducted in the university lab which has 25 machines. All
the prerequisites software have been installed prior to the experiment. This includes
the server machine and volunteers’ machines. The total number of volunteers was 20.
The volunteers are somewhat of different backgrounds. The volunteers were asked to
be present in the lab at a predefined time. This ensures that there are enough players
to play the game. The players were asked not to communicate with each other while
playing the game to avoid cheating. The author was present during the experiment to
monitor the experiment. Before playing the game, the volunteers were introduced to
the game using the experiment manual. The experiment has been conducted twice with
the same volunteers each session last for 1 hour. After playing the game, the volunteers
were asked to provide their feedback about the game by filling the survey.
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6.5 Evaluation Surveys

Two different surveys were used to evaluate the Ontology Refinement System. The first
survey has been conducted by the volunteers who played the game. It was used to
collect background knowledge about the volunteers as well as their feedback about the
game. It aims to evaluate the game interface and the flow of the game. The volunteers
were asked to fill the survey after playing the game. The survey can be found in section
A.2.7.

The second survey, “Ontology Evaluation Survey”, has been conducted by a random
set of Internet users. The survey was used as an evaluation means to evaluate the al-
gorithm implemented in the Ontology Builder Component. The volunteers were asked
to provide their degree of agreements about the ontologies produced by the Ontology
Builder Component using the knowledge collected during the experiment. The “Ontol-
ogy Evaluation Survey” survey can be found in appendix B.
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Chapter 7

Evaluation

This chapter discusses and analysis the result of the experiment described in chapter
6. It provides the volunteers feedback about the game. It discusses the knowledge
collected during the experiment. Moreover, it presents one of the ontologies produced
by the Ontology Builder and Ontology Representation Generator Components from
the knowledge collected during the experiment. Finally, it describes and analysis the
result of the “Ontology Evaluation Survey” that has been conducted to evaluate the
ontologies produced.

7.1 Experiment’s Volunteers

The experiment has been conducted in two different sessions. Each session lasts for an
hour. The total number of volunteers who participated in the experiment is 20. In the
first session 18 volunteers were present while in the second session 10 volunteers were
present. 8 of the volunteers who were present in the second session were also present in
the first session. In addition, two new volunteers have joined the second session of the
experiment. This section provides the volunteers background and their feedback about
the game.

7.1.1 Background

The volunteers have different backgrounds. 11 of the volunteers hold a degree in Com-
puter Science, 5 of the volunteers hold a degree in Engineering, and 2 of the volunteers
hold a degree in Business. Furthermore, one of the volunteers holds a degree in Com-
puter Science and Education and another volunteer holds a degree in Computer Science
and Business. All the volunteers are proceeding their master degree except one of the
volunteers who holds a PhD.

The volunteers are mixed of both genders. 9 of the volunteers are male and 11 of them
are female. The volunteers’ ages range from below 18 to 34. One volunteer is below 18
years old. The age of 6 volunteers is between 18 and 24. The age of 11 volunteers is
between 25 and 30, and the age of 2 volunteers is between 31 and 34.
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7.1.2 Feedback

The most important thing to note is that the volunteers have filled the survey after
the first session of the experiment. In this session, some of the volunteers joined the
experiment late therefore; they did not have enough background about the game. Due
to that, they did not follow the tips to avoid the technical limitations of the game which
result in players refreshing the browsers. This disturbed the other players. Thus, the
feedback gathered was affected by these issues. In the second session of the game,
this problem was eliminated. All the volunteers were notified to avoid refreshing their
browsers while playing the game. Thus, the knowledge collected from the second ses-
sion of the experiment was better than the first session.

The volunteers were able to understand the flow of the game easily. In the first session
of the experiment, the highest score was 250 which means that there were two players
who have agreed on three different answers to different questions in one game session.
In the second game session, the highest score was 500. This clearly shows that the
more the volunteers were playing the game, the more they understood and enjoyed the
game. If the game was played again, the amount of knowledge collected will be at least
doubled.

After the first session of the game, the volunteers were asked to rate from 1 to 5 how
easy it is to understand the concept of the game. 60% of the volunteers considered
the game to be very easy, 25% of the volunteers considered the game to be somewhat
easy, 10% of the volunteers were undecided, and only 5% of the volunteers considered
the game to be somewhat difficult. These volunteers, who considered the game to be
somewhat difficult, declared in their comments that the game is not understandable.
Despite the fact that the game was not explained to all of the volunteers, only 15% of
the volunteers did not consider the game to be easy which clearly states that the game
is well defined.

The volunteers were also asked to state what did they like the most about the game.
The following list provides quotes from the volunteers’ answers which show that the
game is as enjoyable as the other “Game with a Purpose” series that Luis [16] developed.

- Being Random.

- The concept. The questions that change each time which makes you so excited
to know what’s next.

- I found that the idea of the game is new and it may help in building ontologies.

- That the other player was unknown.

- Guessing words and increasing vocabulary.

- Innovative concept and ease of learning.

- The idea.

- Taboo.
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The volunteers were also asked to state what they did not like about the game. The
majority of the answers were related to the game interface which is planed to be en-
hanced in future work. 20% of the volunteers were either confused about clicking the
pass button to provide an answer instead of hitting enter or annoyed by too many pass
requests from their partners which was because of the former. One of the volunteers
suggested to place the pass button somewhere else in the screen or to provide another
button to enter the answer. The author believes that hitting enter to provide an answer
makes it faster to provide many answers in a short period of time as the player does
not need to move his or her hand away from the keyboard. Placing the pass button
next the area where the answers should be provided was meant to speed up the process
of sending a pass request and providing answers to the questions. The same design is
followed in all the games developed by Luis [18, 17, 19, 20]. It just needs time to get
used to it. 10% of the volunteers stated that they did not like the interface of the game.
15% of the volunteers complained about the technical problems caused by refreshing
the Internet browsers by the other volunteers. This problem has been controlled in
the second session of the experiment. 5% of the volunteers stated that the questions
were difficult and another 5% of the volunteers stated that it is difficult to agree on an
answer with their partners. This is expected in the first few sessions of any multiplayer
game. One of the volunteers suggested displaying the answers that matches at the end
of each game, which is a good approach to show the kind of answers that are expected.
Another volunteer suggested having more options when the game is over such as replay
which is another good suggestion. The game lacks many facilities because it is designed
to be used as a prototype to support the thesis statements.

Moreover, the volunteers were asked whether they would like to play the game. 55%
of the volunteers were welling to play the game again while 45% of the volunteers were
not welling to play the game again. 44% of the volunteers who were not welling to play
the game again have stated that they were either annoyed by the technical problems
or by the too many pass requests. So, if we do not consider these volunteers as these
two issued were resolved in the second session of the game, then around 70% of the
volunteers would have been willing to play the game again.

Furthermore, the volunteers were asked to rate from 1 to 5 how interesting the game is.
15% of the volunteers stated that the game is very interesting, 50% of the volunteers
stated that the game is somewhat interesting, 20% of the volunteers were undecided,
10% of the volunteers stated that the game is somewhat boring, and 5% of the volun-
teers stated that the game is very boring. 66.7% of the volunteers who stated that the
game is boring were again either annoyed by the technical problems or too many pass
requests. So, if we do not consider these volunteers, then 72% of the volunteers would
have stated that the game is interesting.

The overall of the game feedback was good. The difficulties that the volunteers were
facing were due to the lack of understanding and not following the guidelines which
led to some technical issues to show up. These issues were annoying to the volunteers.
The game can be enhanced by solving these technical problems and providing proper
guidelines to all the volunteers.
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7.2 Gathered Knowledge

The total number of game sessions that the volunteers played in the two experiment
sessions is 57. The game sessions in the first experiment session is 23, while the game
sessions in the second experiment session is 34. The total number of agreement between
the players on different answers is 56. 21 agreements were in the first experiment session
and 35 agreements were in the second experiment session. Although, the number of
volunteers in the second experiment session is almost half of the number of volunteers in
the first experiment session, the number of agreements has increased up to 25% in the
second experiment session which is another indication that the volunteers understood
and enjoyed the game more in the second session.

One observation to state about the players’ answers is that in the first experiment ses-
sion 39% of the game sessions were ended with at least one agreement on an answer,
while in the second game session the ratio has increased to around 60%. This is an-
other evidence that with clear explanation of the game and with avoiding the game
limitations, the success of the game increases.

Table 7.1 represents the various answers provided by the volunteers and the total num-
ber of agreements on these answers for the “Transportation” ontology. The answers
provided for the “Food Classification” ontology and “Animal” ontology can be found in
section C.1. Note that the sub–class column represents the answers, while the super–
class column represents the concepts in the questions.

An inserting observation of the gathered knowledge is that the players were moving
the answers from general to specific. For example, Plane was stated as a sub–class of
Vehicle. It was also stated that it is a sub–class of Aircraft which is more specialised.
Another observation is that the total number of agreements is low. This is expected as
the volume of the experiment is small.

7.3 Ontologies Produced

The knowledge gathered from the experiment was stored in a database. The Ontology
Builder Component was used to retrieve this knowledge and produce ontologies based
on this knowledge. The Ontology Builder Component defines two parameters as ex-
plained in section 4.3.2. The maximum values that can be set to these parameters are
3 for the Node Threshold and 2 for the Parent Threshold. This is due to the fact that
the Node Threshold should be equal to or less than the Question Threshold which is set
to 3 and the Parent Threshold should be less than the Node Threshold .

In this case, the algorithm will only consider 12 associations from the tables 7.1, C.1,
and C.2. These associations are the ones were the total number of agreement is greater
than 3. The Ontology Builder Component produces three ontologies. The break down
of the concepts in each ontology is explained in table 7.2.

If the values of the thresholds are set to even lower values such as the Node Threshold
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Sub–class Super–class Agreements count

Plane Aircraft 3

Car Vehicle 8

Car Wheeled Vehicle 6

BMW Car 9

Nissan Car 1

Honda Car 1

Toyota Car 2

Plane Vehicle 2

BMW Vehicle 1

Four wheel Vehicle 2

X5 BMW 3

Nissan Vehicle 1

Bus Vehicle 1

Truck Vehicle 2

4.6 X5 1

Table 7.1: Experiment Knowledge Collected for the Transportation Ontology

is sent to 2 and the Parent Threshold is set to 1, then the size of the ontologies will
change as shown in table 7.3.

The Ontology Builder Component produces the ontologies as a set of statements and
then sends them to the Ontology Representation Generator Component which in turns
generates an OWL file representing each ontology. Figure 7.1 represents the OWL file
generated for the “Transportation” ontology. The OWL files generated for the “Ani-
mal” ontology and “Food Classification” ontology can be found in section C.2. These
OWL files represent the ontologies produced when setting the Node Threshold to 2 and
Parent Threshold to 1.

The hierarchical relationship between the concepts in the “Transportation” ontology
are shown in figure 7.2. The concepts that are added by the volunteers are represented
in red boxes.
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Ontology Name Predefined
Concepts by
the author

Concepts Introduced by
the players

Total No. Of
Concepts

Animal 6 1 (12 ignored) 7

Food Classification 4 3 (4 ignored) 7

Transportation 3 4 (8 ignored) 7

Table 7.2: Break Down of the Concepts in the Ontologies Produced (1)

Ontology Name Predefined
Concepts by
the author

Concepts Introduced by
the players

Total No. Of
Concepts

Animal 6 6 (7 ignored) 12

Food Classification 4 4 (3 ignored) 8

Transportation 3 8 (4 ignored) 11

Table 7.3: Break Down of the Concepts in the Ontologies Produced (2)

The algorithm produces the minimal associations. For instance, in the case of the Car
concept, Car is a Vehicle and Car is a Wheeled Vehicle. The algorithm infers that Car
is a Wheeled Vehicle because Wheeled Vehicle is a Vehicle. So, Car is also a Vehicle
which is implicitly known since it follows from the first two and from the transitivity
of the “sub–class” relation. Thus, there is no need to present it explicitly.

7.4 Ontology Evaluation

The ontologies produced by the Ontology Refinement System need to be evaluated in
terms of its accuracy and efficiency. In order to do so, any of the evaluation means
discussed in section 2.1.2 can be used. Any automated tool developed to measure the
alignment between the ontologies can be used to compare the ontologies produced and
the predefined ontologies. However, because the size of the ontologies produced is small
in terms of the number of concepts they represent, a survey has been conducted to eval-
uate the ontologies.

The survey aims to find the degree of people agreements on the statements that have
been generated by the Ontology Builder Component, specially the statements that have
been inferred from the knowledge collected by the game and not the initial data of the
game. The survey is provided in appendix B.

The survey has been distributed randomly to Internet users. The number of volunteers
who have filled the survey is 140. These volunteers have diverse backgrounds. 32%
of the volunteers hold a degree in Computer Science, 15.7% of the volunteers hold a
degree in Business Science, 14.3% of the volunteers hold a degree in Engineering, 10.7%
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Figure 7.1: Transportation Ontology in OWL Format

Figure 7.2: Transportation Ontology hierarchy
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of the volunteers hold a degree in Education, 10.7% of the volunteers hold a degree in
Art and Science, 2.3% of the volunteers hold a degree in Medicine, and 14.3% of the
volunteers are still in high school. Moreover, the level of education is various among
the volunteers. It includes high school, Diploma, Higher Diploma, Bachelor, Master,
and PhD.

The volunteers are from a different age span. 16.4% of the volunteers are below 20 years
old, 34.3% of the volunteers are between 20 and 25 years old, 30% of the volunteers are
between 26 and 30 years old, 10% of the volunteers are between 31 and 35 years old,
3.6% of the volunteers are between 36 and 40 years old, and 5.7% of the volunteers are
above 41 years old. In addition, the volunteers are from both genders. 55.7% of the
volunteers are female while 44.3% of the volunteers are male. The volunteers have been
selected from different backgrounds, education levels, ages, and gender to simulate the
whole population that might be involved in the process of building ontologies therefore,
their opinions need to be considered.

The volunteers have been asked to rate from 1 to 5 their level of agreement on the
given statements. Figure 7.3 represents the overall agreements on all the statements.
Notice that the biggest portion of the chart represents the volunteers who have totally
agreed on all the statements. The total percentage of the volunteers who agreed on
all the statements is 90.54%. This percentage includes volunteers who totally agreed,
somewhat agreed and agreed on the statements. Thus, the overall agreement is ex-
cellent. Table 7.4 presents the summarised percentage of the volunteers agreement on
each statement. Figure 7.4 visualises the summarised table.

There are many factors that might affect the voulneers agreement such as the un-
derstanding of the vocabulary and the culture. For example, people in UAE mostly
interpret the term meat to be lamp. This might be the reason for which only 53.6% of
the volunteers have totally agreed that fish is meat.
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Figure 7.3: Overall Ontology Evaluation Chart
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Statements Totally
agree
(1)

Somewhat
agree (2)

Agree
(3)

Somewhat
disagree
(4)

Totally
dis-
agree
(5)

Plane is a kind of Aircraft 72.1% 16.4% 4.3% 0 7.1%

Butter is a kind of Dairy
Product

59.3% 11% 15.7% 5% 8.6%

Lizard is a kind of Reptile 72.9% 12.9% 10.7% 0 3.6%

BMW is a kind of Car 78.6% 7.9% 5.7% 2.1% 5.7%

Dog is a kind of Mammal 67.9% 13.6% 11% 2.1% 5%

Four Wheel is a kind of Ve-
hicle

67.1% 10.7% 10% 3.6% 8.6%

Fish is a kind of Meat 53.6% 21.4% 11% 3.6% 10%

Bus is a kind of Vehicle 74.3% 12.9% 8.6% 1.4% 2.9%

Monkey is a kind of Mam-
mal

72.9% 12.9% 4.6% 4.3% 3.6%

X5 is a kind of BMW 71.4% 10.7% 10% 2.9% 5%

Snake is a kind of Reptile 76.4% 15% 5% 2.1% 1.4%

Meat is a kind of Proteins 60% 12.1% 10.7% 3.6% 13.6%

Truck is a kind of Vehicle 77.1% 11% 4.6% 1.4% 3.6%

Camel is a kind of Mammal 75% 10% 7.9% 2.9% 4.3%

Toyota is a kind of Car 71.4% 8.6% 8.6% 2.1% 9.3%

Milk is a kind of Dairy
Product

69.3% 10% 2.1% 2.1% 7.9%

Cow is a kind of Mammal 72.9% 11% 4.6% 2.1% 7.1%

Car is a kind of Wheeled
Vehicle

70.7% 12.1% 9.3% 2.1% 5.7%

Total Average
70.16% 12.23% 8.02% 0.024% 6.28%

Table 7.4: Ontology Evaluation Survey Result
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Figure 7.4: Detailed Ontology Evaluation Chart
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Chapter 8

Future Work and Conclusion

Ontology is a fundamental backbone for the Semantic Web. It enables organising the
information in a structured form which in turns facilitates searching and navigating
information on the Web. However, the number of ontologies that are currently avail-
able is very minimal. Most of these ontologies are outdated. Moreover, the process of
developing ontologies is restricted to experts only.

The Ontology Refinement System that has been developed in this thesis aims to speed
up the process of building ontologies through an online game. The online game collects
commonsense knowledge from the players. People can play the game in their leisure
time. The game enables a large community of people to be involved in the process
of building up–to–date ontologies. The Ontology Refinement System does not only
collect commonsense knowledge but also processes this knowledge and transforms it
to meaningful ontologies. All the projects that have been developed so far to collect
commonsense knowledge lack the aspect of processing the knowledge collected.

The Ontology Refinement System handles only the hierarchical relationships of an on-
tology. Future extension of the system can easily include the other types relationships
and all the other aspects of an ontology such as properties and data constrains. More-
over, a text processing tool can be integrated with the Ontology Refinement System
to identify the root of a word and match the players answers based on the root of the
answer and not the identical match. This will enable building precise ontologies as the
different variations of the word will not be considered as different concepts i.e. cat and
cats. In addition, the game interface should change to a fancier interface in order to
attract more players to play the game. A proper registration mechanism needs to be
added to the game which allows players to register once and then use the same player
ID all the time. Thus, they do not get annoyed by changing the player ID every time
if it is in use. Furthermore, the single player mode should be developed to reduce the
time the player needs to wait for an opponent. More validation rules can be added to
deduct any cheating attempts. Finally, all the technical issues that have been high-
lighted in the thesis such as refreshing the browser and logging in more than once need
to be resolved.
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Appendix A

Ontology Game Manual

A.1 Introduction

The Ontology Game is a multiplayer online game. The game logic is inspired by the
ESP game. It is a Web–based game for two players. Each player will be matched with
an anonymous partner i.e. another online player. The two players will be presented
with concepts, and will need to write down all sub–categories they can think of. A
player cannot see what his or her partner is typing, but if both write the same sub–
category, they will earn points. The player will have the option to pass if the concept
presented is hard. The game will last for two minutes only in order to keep it more
interesting.

A.1.1 Goals of the Game

The Ontology Game has been developed in order to speed up the process of collect-
ing commonsense knowledge. This knowledge is then processed and represented as
ontologies.

A.1.2 Whom the manual is for

The manual is for administrators and professors who want to run the Ontology Game
as an experiment on a group of volunteers.

A.1.3 What the Manual Covers

This manual covers all the required steps needed to install and run the game by the
administrator. Moreover, it contains a survey that should be given to the volunteers
after playing the game. It also includes guidelines for the volunteers, explaining how
to play the game.

A.1.4 Manual Supplementary Resources

Along with the manual there is a Prototype.rar file that contains all the required
documents, and scripts to install and run the game. Whenever, there is a reference in
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the manual to the Prototype directory please refer to the extracted directory of this
file.

A.1.5 Game Required Resources

In order to install and play the game, there are a number of prerequisites. Following are
the list of prerequisites for installing the game and the list of prerequisites for playing
the game.

Installing the Game Prerequisites:

1. Sun jre 1.5 or later

2. MySQL 5.0.25 or later

3. Apache Tomcat 5.5 or later

4. A machine with an accessible IP. The volunteers need to connect to this machine
to play the game.

Playing the Game Prerequisites:

1. Sun jre 1.5 or later

2. Mozilla FireFox

Author Contact:
Email: suad.alshamsi@gmail.com
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A.2 For the Administrator

A.2.1 Installing the Game

Prerequisites:

In order to run the game, install the following software:

1. Sun jre 1.5 or later

2. MySQL 5.0.25 or later

3. Apache Tomcat 5.5 or later

The machine where the game is installed should have an accessible IP. The volunteers
need to connect to this machine to play the game.

Database Configuration:

After installing the MySQL database do the following 1 :

1. Start MySQL server from the command line/shell using the following command
mysqld

Note that the control does not come back and its an expected behaviour

2. In another command line/shell, import the database schema using the following
command
mysql -h host -u username -p password < mySql.sql

or if you do not have a password

mysql -h host -u username < mySql.sql

**mySql.sql can be found in Prototype/Database/mySql.sql directory.
**host is the host name where the database is installed e.g. localhost.
**username is the username default root.
**password is the password default empty.

3. Ensure that the schema has been created successfully by running the following
commands mysql -h host -u username -p password

or if you do not have a password

mysql -h host -u username

1Note that the command is given for Windows. The same command will run in any other operating
system. If you are facing any problem, then please check mysql reference document.
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connect OntologyGame;

select * from questions;

A list of questions should be displayed on the screen like figure A.1.

Figure A.1: Database Installation Test

A.2.2 Running the Game

Game Server

After creating the database schema do the following:

1. Ensure that the database is still running by either ensuring that the command
mysqld is still running or by typing the following command in the command
line/shell.
mysql -h host -u username -p password

or if you do not have a password
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mysql -h host -u username

**host is the host name where the database is installed e.g. localhost.
**username is the username default root.
**password is the password default empty.

If there were no errors connecting to the database, then it indicates that the
database is running.

2. Start the Game Server

a. If you are using Windows then run the startServer.batch file. The file can
be found in Prototype/Server/startServer.batch directory

b. If you are using Linux then run the startServer.sh file. The file can be found
in Prototype/Server/startServer.sh directory

If the Game Server starts successfully, you will see the same output as figure A.2.

Figure A.2: Game Server Running Test

Web Server

After running the game server do the following:

1. Edit the start.html. Change the IP address to the server IP (i.e. the IP of the
machine where you are doing the installation) as shown in figure A.3
**start.html can be found in Prototype/Client/start.html directory

2. Go to the following directory in tomcat
C:/Program Files/Apache Software Foundation/Tomcat 5.5/webapps

3. Create a folder with the name “game”. Notice that the folder name is case–
sensitive. So make sure that the name is all in small letters.

4. Place the start.html and java folder in the directory you just created i.e. game
directory.
**start.html and java directory can be found in Prototype/Client directory

5. Start apache tomcat
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Figure A.3: Web Server IP Address

A.2.3 Testing the Game

In order to ensure that the game is running fine do the following:

1. Go to another machine (Very important)

2. Open a window using Mozilla Firefox browser

3. Access the following URL
http://<server IP>:8080/game/start.html

**Server IP is the IP of the machine where you installed the game.

4. You should be able to see the game like in figure A.4

Figure A.4: Login Screen
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5. If your window looks like figure A.5. Then if you are connected to the internet
click on the “Click here to download plugin”, otherwise install sun jre 1.5 in
this machine. Then try to access the URL again.
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Figure A.5: Plugin Required

6. If you are facing any other problem then, please ensure that you preformed
all the steps, ensure that there is no exception thrown from the game server
by looking at the server command line/shell or the log in the directory Proto-
type/Server/game.log and contact the author.

7. Login to the game providing any Player ID. You should see a screen like the one
in figure A.6 and then a screen like in figure A.7.

Figure A.6: Successful Login Screen

8. Go to another machine and perform the same steps from 1 to 7. Ensure that
you are providing a different Player ID than the one you used in the previous
machine.
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Figure A.7: Finding Opponent Screen

9. The screen in both of the machine should be identical. They should look like
figure A.8

Figure A.8: Game Screen

10. Wait for two minutes for the game to get over and then your screen should look
like figure A.9

Figure A.9: Gameover Screen
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11. If any of the steps 9 or 10 fails and there was no exception on the game server,
then restart the game server by stopping and starting the startServer script and
try again.

A.2.4 Experiment Guidelines

Once you ensure that the game is running fine, you are ready to start the experiment.
Following are the steps you need to follow to run the experiment.

1. Change the <Server IP> in the section “Playing the Game” to the IP of the
machine where you installed the game.

2. Provide the “For the Volunteers” section which includes the “Game Guide-
lines” and “Playing the Game” sections to all the volunteers

3. Provide Mozilla FireFox and the Sun jre 1.5 or later setups to the volunteers
as they need to have these software installed before playing the game.

4. Provide the materials in step 2 and 3 at least one day before running the exper-
iment. So, that the volunteers can have time to read and install the prerequisites
software

5. Ask all the volunteers to play the game at a predefined time.

6. The volunteers can play the game N number of times.

7. Once the experiment is over. Please ask the volunteers to provide their feedback
about the game by filling up the survey which can be found at this location:

http://www.buid.ac.ae/survey/ontology/

A copy of the survey is provided in the “Ontology Game Survey” section. This
copy can be used in case the URL can not be found or accessed. Please send it
to all the volunteers and asked them to email it back to you and you can then
email all the surveys to the author.

8. Export the database as mentioned in section A.2.6 and send it back to the author.

A.2.5 Troubleshooting the Game

If at any point in time the game was behaving in an unexpected way, then do the
following:

1. Go to the machine where you installed that game server

2. Check the game server command line/shell i.e. the startServer window for any
exception. You can also check the log file “Prototype/Server/game.log” for
any exception

3. If there was any exception, then report it to the author.
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4. If there is no exception, then close the command line/shell of the startServer
and start it again.

** startServer can be found in the directory Prototype/Server/

Always ensure that the database is running by either ensuring that the command
mysqld is still running or by typing the following command in the command line/shell.

mysql -h host -u username -p password

or if you do not have a password

mysql -h host -u username

** host is the host name where the database is installed e.g. localhost
** username is the username default root
** password is the password default empty.

If there were no errors connecting to the database, then it indicates that the database
is running. If the database was not running, then open new command line/shell and
type the command mysqld.

A.2.6 The Game output

Once the experiment is over, please export the database and send it back to the author.
In order to do so do the following:

1. Run the database server if it is not running by opening new command line/shell
and typing the command mysqld

2. Open another command line/shell

3. Type the following command

mysqldump -u username -p password OntologyGame > FILE.sql

or if you do not have a password

mysqldump -u username OntologyGame > FILE.sql

** FILE.sql new file that will be created in the current directory of the com-
mand line
** username is the username default root
** password is the password default empty.

4. Send the FILE.sql to the author
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A.2.7 Ontology Game Survey

This survey is designed to evaluate the ontology game that is intended to speed up the
process of building ontologies and to involve a large community of people in building
the ontologies. Please answer all the questions.

Thank you for taking the time to participate in this survey. (This survey is strictly
blind to individual participants.)
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A.2.8 Configure the Game’s Parameters

This section explains how to configure the game’s parameters. These parameters should
not be changed without the author’s instructions as it might have a negative effect on
the experiment’s output.

Following are the steps to configure the game’s parameters:

1. Navigate to the following directory Prototype/Server/config

2. Open the file parameters.properties

3. The file contains a key/value pairs as in figure A.10

Figure A.10: Configure Game Parameters

4. Modify the parameters value as instructed by the author

5. Restart the game server for the modifications to take place. To restart the game
server close the command line/shell of the startServer and start it again.
** startServer can be found in the directory Prototype/Server/
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A.3 For the Volunteers

A.3.1 Game Guidelines

Introduction:

An ontology is a shared understanding of some domains of interest. The purpose of the
game is to speed up the process of building ontologies.

The Ontology Game is a multiplayer online game. Once you login to the game, you
will be matched with an anonymous partner i.e. another online player. You and your
partner will be presented with questions, and will need to write down all answers you
can think of. You cannot see what your partner is typing, but if both of you write the
same answer, you will earn points. You will have the option to pass if the question
presented is hard. The game will last for two minutes only.

Game Snapshots:

Figure A.11 represents the main screen of the game.

Figure A.11: The Main Game Screen

Game Components:

Here are few things that you need to know about the game before playing it:

1. Topic: This represents the context of the question being asked. Before reading
the question have a look at the topic to increase the chances of earning points.
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2. Question: This is the question you need to answer.

3. Taboo: This represents the list of words that you are not allowed to provide as
an answer.

4. Answer: Type your answer inside the box and then hit enter. Keep typing
answers as much as you can think of to increase your chances of earning more
points. Provide only one answer at a time and then hit enter. Then provide
another answer and hit enter. Try to provide general answers. For instance for
the question “———- is a kind of vehicle?”, the answers can be “two wheel
drive” and “four wheel drive”.

5. Pass: If the question is hard and you want to change the question then click
on the Pass Button. Your partner will receive a message like in figure A.12.
If your partner agrees to pass by hitting the Pass Button as well, the question
will change.

Figure A.12: Pass Request Screen

6. Time: Displays the remaining time of the game in seconds.

7. Score: Displays your score so far.

A.3.2 Playing the Game

Prerequisites:

In order to play the game, install the following software:

1. Sun jre 1.5 or later

2. Mozilla FireFox
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Instructions:

1. Access the game URL http://192.168.10.148:9080/game/start.html

2. Your screen should look like figure A.13. If not please contact your administra-
tor/staff who sent the game

Figure A.13: Login Screen

3. Enter your user name in the Player ID. Try to use a unique name. If somebody
else has taken the name before you, you will get a message like in figure A.14. If
it was the case then just fresh the page and use another name

Figure A.14: Failure Login Screen

4. Once you logged in successfully, your screen will look like figure A.15.

5. If there is a free player, the game will start and your screen will look like figure
A.16.
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Figure A.15: Successful Login Screen

Figure A.16: Game Screen

Remember the Game Rules:

a. You will have two minutes to play.

b. Try to answer as many questions as you can.

c. When you will provide an answer hit enter

d. Avoid the answers that are listed in the taboo.

e. Keep your eyes on the question while answering

f. Read the topic before you start answering

g. Click the Pass Button to pass the question

6. If there are no free players then a message will be prompted to you stating that
it is trying to find a partner like in figure A.17. If it is the case, then just wait
for some time. Please do not close the browser.

A.3.3 Very Important Tips:

1. Please avoid closing the browser while playing the game.

2. Do not login more than once from the same machine even if you are using different
user name.
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Figure A.17: Finding Opponent Screen

Please provide me with your valuable feedback by filling the survey looked at
http://www.buid.ac.ae/survey/ontology/

I really appreciate your help and support.

93



Appendix B

Ontology Evaluation Survey
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Appendix C

Experiment Result

C.1 Knowledge Collected

Table C.1 represents the various answers provided by the volunteers and the total num-
ber of agreements on these answers for the “Food Classification” ontology, while table
C.2 represents the various answers provided by the volunteers and the total number of
agreements on these answers for the “Animal” ontology.

Sub–class Super–class Agreements count

Egg Proteins 1

Milk Dairy product 6

Craft Cheese 1

Milk Proteins 3

Meat Proteins 3

Yoghurt Dairy product 1

Butter Dairy product 3

Fish Meat 1

Table C.1: Experiment Knowledge Collected for the Food Classification Ontology

C.2 Ontologies Produced

Figure C.1 represents the OWL file generated for the “Food Classification” ontology.
The hierarchical relationships between the concepts in the ontology are shown in figure
C.2. The concepts that are added by the volunteers are represented in red boxes.
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Sub–class Super–class Agreements count

Dog Mammal 5

Turtle Reptile 1

Lizard Reptile 2

Wild cat Cat 1

Lizard Animal 1

Tiger Mammal 1

Cow Mammal 2

Camel Mammal 2

Dog Animal 5

Cat Animal 9

Elephant Mammal 1

Monkey Mammal 2

Whale Mammal 1

Snake Reptile 2

Lion Animal 1

Table C.2: Experiment Knowledge Collected for the Animal Ontology

Figure C.3 represents the OWL file generated for the “Animal Classification” ontology.
The hierarchical relationships between the concepts in the ontology are shown in figure
C.4. The concepts that are added by the volunteers are represented in red boxes.
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Figure C.1: Food Classification Ontology in OWL Format

Figure C.2: Food Classification Ontology hierarchy
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Figure C.3: Animal Ontology in OWL Format

Figure C.4: Animal Ontology hierarchy
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