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Abstract

Currently, Arabic users are still forced to extract manually the accurate answers of their
questions, which is a difficult task with a vast amount of information available on the Internet.
Actually, the existing Arabic Question Answering (QA) systems do not meet the users’ needs in
terms of performance and scope that cover all types of questions. The motivation behind this
research is the need for new approaches to handle all types of questions and answer them beyond
the factoid questions. Therefore, we present in this paper a new design of the linguistic approach
to develop a reliable Arabic QA system and data source with the ability to address the following
challenges: (i) handle both factoid and complex questions in Arabic language, (ii) extract the
precise answer from available resources, (iii) evaluate the proposed QA system based on a gold
standard data set, and (iv) provide an Arabic Corpus of Occupations (ACO) corpus that has been
made freely and publicly available for research purposes. Our QA system is a web application that
helps us to get an answer to the question posed from different data sources. Accordingly, we
conducted experiments on a set of 230 question from the previously published resources, TREC,
CLEF, and Arabic Corpus of Occupations (ACO) corpus. The system performance shows an
average precision of 36%, by answering 72 questions, as well as the Recall was 78% and F-

Measure was 51%.

Besides, the aim that attracted us to build the Arabic Corpus of Occupations (ACQO) corpus
was the lack of free, annotated and large-scale Arabic resources that can be used in training and
testing Arabic QA systems. In this paper, we provide ACO corpus of one million words written in
Modern Standard Arabic (MSA). The corpus contains 700 occupations which are analyzed
carefully and manually annotated. We use Cohen's Kappa coefficient method to evaluate the
reliability of the tagged content. The corpus content has been tagged and assessed by two different
groups of taggers. Accordingly, the inter-annotator agreement indicates that the reliability of ACO
corpus is almost perfect agreement. As well as, the content of the corpus is highly confidence and
reliable according to the result achieved by 90%.

Keywords: Arabic Language; Arabic Corpus; Part of Speech Tagging; Question Answering;
Questions Answering System; Natural Language Processing.
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Chapter One: Introduction

This chapter introduces a background about QA concept in general and its problems. In
addition, it presents the motivations, aim and objectives of this paper. Research questions are also

proposed along with dissertation structure.

1.1. Background

Historically, Arabic is one of the most important languages in the world that has a religious
specificity in Islam. It is an important language due to the Holy Quran, which was revealed and
written in Arabic. Also, there are more than 1.6 billion Muslims who read the Quran in Arabic. In
ancient times, Arabic language had the main role in science such as mathematics, medicine,
chemistry, etc. Geographically, there are around 25 countries in the world speaking Arabic, which

makes it the fifth most common language in the world (Shaalan 2010).

Accordingly, researchers were encouraged in various fields of Arabic research, particularly
in Natural Language Processing (NLP). NLP helps Arabic users in their countries through Search
Engines (SEs), social media, emotional analysis, etc. In addition, it assists non-Arabic speakers
through automated Machine Translation (MT). Some NLP tasks have reached a high level of
maturity such as Part-of-Speech (PoS) tagging, morphological analysis and stemming, which
facilitated the development of Arabic NLP systems (Albarghothi, Khater & Shaalan 2017).

Due to influence of the technological revolution, the Internet has become a major role in
people's lives and corporate strategies that develop Web content (digital libraries, newspapers
collections, etc.) (Salloum et al. 2018). Consequently, demand for the development of more
sophisticated systems has increased. Therefore, Arabic NLP has gained importance as a solution

to fulfil user's requirements in terms of text translation, information retrieval, etc.

Indeed, Information Retrieval (IR) systems provide solutions for Arabic users to find
relevant content and/or extract the right answers to their questions, which go beyond the current
SEs used. Unfortunately, the development of Arabic IR faces two main challenges: (i) immaturity

of useful tasks such as query and answer analyzer; (ii) availability and usability of Arabic NLP



resources such as corpora, lexicons, ontologies, knowledge bases, etc. (Shaalan, Al-Sheikh &
Oroumchian 2012).

Hence, researchers still have enormous opportunities to develop Arabic IR systems. It is
logical to work on the case of Arabic QA systems that fall within the category of Advance IR
system. The Arabic QA system can provide valuable assistance to users in exploiting the Arabic
web content or any set of documents. Unlike the available SEs, which provide a list of documents
for user’s questions. The main purpose of these systems is to enable the computer to provide
accurate answers directly to user’s questions that expressed in natural language. In order to process
question automatically, the QA system requires the basic NLP tasks such as Phrase Chunking and
PoS tagging, as well as more complex tasks such as Query and Answer Analysis, Named Entity
Recognition (NER), syntactic parsing, etc. (Al-Chalabi, Ray & Shaalan 2015).

1.2.  Problem Description

Currently, the Arabic users are still forced to extract manually the accurate answers of their
questions, which is a difficult task given the large amount of web information. Actually, the
existing Arabic QA systems do not meet the users’ needs in terms of performance and scope that
cover all types of questions (Cheddadi 2014). In order to fill these gaps and rely on the analysis of
previous experiences, the most important challenges that could be faced in the development of the

Arabic QA system were described as follows:

e Language challenge: in line with the works that have been done in Arabic QA systems. The
main issue is how to handle the language specificities at various levels of processing
questions and answers. Arabic language is morphological, derivational and inflectional
language. As well as other characteristics such as no capital letters for recognizing name
entities, no requirements of diacritics ambiguity and flexibility in transcribing foreign names.
These challenges are considered one of the real challenges for NLP tasks (PoS tagging, NER,
etc).

e Web source challenge: as part of the question processing, QA systems work to elicit the
answer of the question by looking at a set of documents. In addition, the vast amount of
information available on the Internet and the excessive interest of Arabic users in QA systems

have encouraged researchers in NLP to target the Web as a source of information. Currently,



such systems are not available for Arabic language, whereas the existing systems are
document retrieval that do not serve the goal of QA systems.

Question types challenge: this depends on the complexity of the questions and their types
as well as the expected answers. The range of these types begins with factoid and definitional
questions where the expected answer is a NE, such as When, Where, Who and What. On the
other hand, the List, HOW and WHY questions need more advanced processing where the
expected answer is more complex. The current issue in most Arabic QA systems is that the
scope of work is limited to factoid questions, and overall performance is still unsatisfactory
compared to other languages. Moreover, there is no clear and understandable mechanism for
handling complex questions and extracting answers from different sources.

Evaluation campaigns challenge: these campaigns help researchers to assess and
benchmark the performance of their systems according to standard measurements and golden
dataset, which is considered a success factor in QA field. The succession of evaluation
campaigns for QA systems such as CLEF and TREC have a positive impact on improving
system'’s performance, as well as developing more advanced QA tasks. However, the Arabic
language has remained absent in most of these campaigns, which led to emergence many
obstacles in the evaluation process of Arabic QA systems. With regard to a golden dataset,
few resources are available for evaluation such as TREC 2001 and TREC 2002, as well as

the absence of a large dataset covering question types, length, domain, etc.

1.3. Research Question

In view of the above mentioned regarding the Arabic QA challenges, it is worth to ask the

following questions which we will try to answer them in this thesis:

Is it possible to build a QA system that can answer different types of Arabic questions
(Factoid, Definitional and Complex)?
Is it possible to achieve acceptable performance even with different data source?

Is it possible to build an Arabic annotated corpus to be used as one of data source?



1.4. Research Objectives

The objectives of this study are prepared to answer the research questions, as well as to
address the challenges mentioned in the above section. In line with this, these main objectives are

summarized as follows:

¢ In the language challenge, all stages of the QA system will be studied and analyzed to find
out new resources and NLP tools. A new approach will be proposed to improve the main
modules of QA system, such as retrieving and ranking passages considering the Arabic
language characteristics. In addition, investigate the effectiveness of current Arabic resources
and tools for better integration such as stemming, PoS tagging, NER, etc.

e According to previous research conducted in this field, we found that the most important
module in the QA architecture pipeline is the passage retrieval. Therefore, focus on
providing high-quality passages that belong to the question in order to improve the
performance of QA systems at all.

e In the Web challenge, introduce and design a mechanism that enables Arabic users to get
answers for their questions from the different resources.

¢ Inthe question types challenge, all types of questions will be studied and analyzed to predict
the correct answers in order to meet the needs of users, as well as examples of Arabic
questions will be analyzed to determine the causes of failure in previous approaches.

¢ In the evaluation challenge, QA experiments will be conducted using a relevant large set of
questions and well-known measurements based on golden dataset such as TREC and CLEF.
Consequently, performance results will be compared with other QA systems.

1.5. Dissertation Structure

This dissertation consists of several chapters; the current chapter is the introductory chapter
that provides a background about QA concept in general and its problems, as well as it presents
the motives, objectives, and research questions of this thesis. The remaining chapters are organized

as follows:

e Chapter two presents an extensive study of the existing works in the Arabic QA field and the

related NLP tasks, as well as the information resources. It highlights the earlier approaches



and QA systems to reveal key issues and ways in which these issues were addressed. In
addition, it demonstrates the corpora roles and the available Arabic information resources,
as well as the evaluation campaigns in various NLP tasks.

Chapter three introduces the methodology of building Arabic corpus, so that some positive
progress related to this subject can be added. This provides a large-scale Arabic annotated
resource, as well as mature content written in MSA format selected from appropriate sources.
Chapter four provides the system framework where we developed a new QA system that
handle all types of questions beyond the factoid questions. This tool utilizes existing NLP
tasks and available information resources.

Chapter five draws the overall conclusions for the key issues that are addressed in this
dissertation. In addition, discuss the answers to research questions, as well as provide the

future recommendation.



Chapter Two: Literature Review

This chapter illustrates the major components of QA system and focuses on the challenges
of Arabic QA to identify the characteristics that help in the production of such systems for the
Arabic language. It also highlights the existing systems of Arabic QA that will help us compare
and measure our contribution to other systems. In addition, it demonstrates the corpora roles and
the available Arabic information resources, as well as the evaluation campaigns in various NLP

tasks.

2.1. General Overview

In general, the QA system needs to understand dialect language in order to answer the user's
question through NLP and common knowledge. Hence, many researchers used Artificial
Intelligence (Al) techniques that integrate NLP tasks and knowledge to formulate QA logics. The
knowledge composes in the form of rules, frames, logic, templates, and ontology that used to
process of matching the questions and answers. Linguistic techniques such as tokenization, PoS
tagging and parsing are utilized to reformulate the user's question into a special query that extracts
the answer from a knowledge base or corpus. Nevertheless, building an appropriate knowledge
base is a time-consuming process, since QA systems rely on huge information for a particular
domain which needs a long time to produce it. In addition, publishing a specific domain knowledge

base is not effective because the different system will require different knowledge base and rules.

Attention has begun to design QA systems in the 1960s with the attempt by Green et al
(1961) to produce a system based on structured database query called BASEBALL and LUNAR
to answer English questions. The QA systems that implemented early focused on specific domains.
Moreover, the questions used by these systems were analyzed using NLP techniques in order to
create a standard query for the database based on the predefined model. The information stored in
the structured database was only able to answer the questions raised in the restricted domain, so

this was the main limitation of these systems (Woods 1973).

Recently, the knowledge base is no longer the only source of information, as new resources
are becoming available such as Internet information. A new approach has been introduced to

exploit online information to answer the user's question, which allows users to extract an answer



to an unexpected question, not only a predefined question (Clark, Thompson & Porter 1999).
Morphological analysis techniques are the basis of most NLP systems in order to process and
answer different types of user's questions. System efficiency is measured through an assessment

process that uses test sets relevant to target languages (Al-Sughaiyer & Al-Kharashi 2004).

2.2.  Question Answering and Search Engine

Technically, QA systems are quite different from SEs, such as Google and Yahoo. These
systems attempt to extract and display the precise answer to the user's questions without displaying
lists of candidate web links and documents for further manual searching (Kwok, Etzioni & Weld
2001). While both SEs and QA systems enable users to submit questions in natural language but
each one has a different technique. Undoubtedly, traditional SEs help users who are looking for
information by rephrasing the user's question into keywords or logical expressions, and then
provide comprehensive results in the form of documents lists. In contrast, QA systems are more
convenient for users who are looking for a precise and direct answers to their questions without

having to browse through a list of documents (Cheddadi 2014).

In QA systems, the user's question is processed to elicit the question’s features and classify
it by type and/or domain, while the targeted data source is processed to extract precise answer that
often consist of documents, web pages, etc. The process of identifying the type of question (e.g.
Factoid, List, Definition, etc.) is an important step in determining the type of answer. For instance,
“Who is the Prime Minister of Germany?", the type of expected answer is "Person" and question’s
type is “Factoid”, which means that system looks only for person names in the data source without
parsing all sentences. Table 1 compares the types of questions that are utilized in QA systems to
identify the type of answer. Therefore, the question type plays a key role in QA systems realization,
as well as it considers one of the main challenges facing these systems. Obviously, when the scope
of the QA systems handles only the factoid questions, the processing of question and answer may
not require advanced techniques and tasks. Whereas the QA systems handle all types of questions,
the processing of question and answer require advanced techniques for a deep understanding and
learning (Mishra & Jain 2016).



Type Expected Answer \ Example Characteristics

Factoid NE (Person, Organization, | Who is the vice president of |e Easy answer extraction due to
Location, etc.) the USA? the answer consists of one or
two NE
Answer: Mike Pence Answer evaluation is easy as
well
Definition | Information about a NE Who is Sheikh Zayed? Not easy answer extraction
due to the answer consists of
Answer: he is the Ruler of sentences and can be
Abu Dhabi from 1922-1926. collected from different
He was the youngest of paragraphs
Sheikh Sultan's four sons. Evaluation of the answer is
difficult
List List of NEs What are the most visited Not easy answer extraction
places in Dubai? due to the expected list is
scattered over various
Answer: Burj Khalifa, Dubai documents and paragraphs
Mall, Dubai Museum, Burj Evaluation of the answer is
al-Arab, Jumeirah Beach difficult
Other Yes/No, Facts, Arguments, | Does UAE belong to the Not easy answer extraction
etc. Arab Nations League? due to inference, machine
reading, etc. tasks are
Answer: YES required
Evaluation of the answer is
difficult, except YES/NO
guestions

Table 1. Questions types

Mishra & Jain (2016) stated another factor that plays a role in QA systems realization, which

is the domain of the questions. The implementation of a close-domain (e.g. Movies, Sports,
Education, etc.) for QA systems helps to reduce the challenges of question type and language. This
is appropriate for users looking for specific answers in a particular domain, which means that
answers are limited due to a specific repository. In contrast, open-domain system might be related
to any question subject. These systems required to process a large amount of textual data related

to the potential answer.

2.3.  Question Answering Component

The QA system architecture consists of three major modules: Question Analysis (QA)
Module, Passage Retrieval (PR) Module, and Answer Extraction (AE) Module. Figure 1 shows a

pipeline of three main modules of the QA system.



Question Passage Answer

Analysis Retrieval Extraction
Question Classification Passage Filtering Answer Identification
Query Expansion Passage Ordering Answer Validation

Figure 1. General QA architecture

2.3.1. Question Analysis

The aim of this module is to understand the question meaning and purposes. The question in
natural language is analyzed to identify its type and extract its pattern, as well as structure the form
of expected answer. Moreover, define the constraints of the expected answer and reformulate the
query to be passed to the PR module. Initially, a morpho-syntactic analysis of question's words is
performed and PoS is added to each word to indicate whether the word is the verb, singular noun,
plural noun, etc. This makes it easier to know the type of information presented by the question
and its purpose. Morphological analysis is utilized to identify the class of question which is
essential to extract the precise answer by forcing the answer extraction module to select and
validate the reasonable answers. The question classification determines the probable classes from
the keywords of question, such as Name, Date, Location. For example, the system analyzes the
question "Who is the vice president of the USA?" and recognize the answer is person's name,

which lead to reduce the search area and looking at names only (Al Chalabi, Ray & Shaalan 2015).

In order to percept the Arabic question, it needs to be addressed by NLP tasks through
returning words to their roots, because the Arabic words were built of three or four roots of
characters. The words derivation is formed by joining the affixes (infix, prefix, suffix) to each root
(Shaalan & Raza 2009).

Practically, all QA systems comprise this module, which is worthy to focus on its
performance and functioning due to its impact on the whole performance of the QA system.

However, question classification helps the system to specify the boundaries of an answer, as well



as the terms in the question help in matching and ordering the sentences of candidate answer
(Rahman 2015). There are many techniques used to classify a question, one of them pattern
matching which is a simple and effective technique. In addition to another technique known as

heuristic rule-based algorithm, which requires an effort to define the rules (Bronner & Monz 2012).

Rosso et al. (2005) have analyzed the Arabic questions by eliminating the stop words,
utilizing the NEs, and characterizing the questions in four classes: Name, Date, Quantity, and
Definition. Thereafter, studies continued to develop this module by analyzing patterns of Arabic
question and then identifying appropriate names and lexical items in order to improve the process
of formulating questions and answers. This study used a small sample size (100 questions) which

make it difficult to reach general conclusions (Kanaan et al. 2009).

2.3.2. Passage Retrieval

Typically, IR systems such as Google or Yahoo are utilized to restore the documents and
passages with ranking. Therefore, the user needs to describe the query precisely via the search
engine to obtain relevant documents (Rahman 2015). This module is the core unit of the QA
systems, which prepares a collection of required paragraphs that match the user's question. The
reason for shortening documents to paragraphs is to make the systems faster as well as filter these

paragraphs and rank them to improve the quality of the answer (Jurafsky & Martin 2014).

The module role is not to find out the questions' answers but to identify the documents and
paragraphs that have the potential answer. In order to identify the relevant information precisely,
the documents are split into passages and handle them as documents. In the end, the module
identifies and ranks the required passages and passes them to the next module (AE). The technique
that relies on the passage retrieval is better than the document retrieval due to the performance and
quality of the processing (Navarro, Puglisi & Valenzuela 2015).

However, NLP tasks are used to choose and assess the quality of the selected documents.
There are two different techniques followed in QA systems: shallow technique and deep technique.
The shallow technique utilizes the keyword to find the passages and sentences by combining the
similarities between the question and the type of expected answer. This technique is suitable for
factoid questions which looking for facts or simple answer (Prager 2007). While the deep

technique is more complex which includes many processes, such as question and answer type
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analysis, question extension, answer analysis. Moreover, various NLP tasks are used such as PoS,

NER, tagging, and chunk parsing (Corston et al. 2005).

Benajiba & Rosso (2007) have ranked the retrieved passages based on the question's
keywords. Accordingly, assign the higher rank to passages that have a smaller distance between
those keywords and passages content. Furthermore, Abouenour (2011) has applied a three-level
approach based on question keywords with morphology concepts, n-gram structure, and encoded
semantics in order to rank the passages. As well, Kanaan et al. (2009) have used the Cosine method
to find similarities between question keywords and documents content and then rank the document

accordingly.

2.3.3. Answer Extraction

This module extracts the answer from the candidate passages and validates the answer to
ensure the correct answer is retrieved. Obviously, the extraction of an answer will fail if the
candidate passages are irrelevant. The module obtains the expected answer and ranked passages
from previous modules in order to analyze them and extract answer (Toba et al. 2014).

Most of studies have identified their own techniques, patterns, and rules to extract the
answer, as well as utilize n-grams method to find semantic similarities between the question and

answers (Trigui, Belguith & Rosso 2010).

Moldovan et al. (1999) have adapted pattern approach. Once the potential answer is found
from the passages, the answer validation is calculated by scoring the words overlap between the
question and the answers found. This score is followed to validate and rank overall user answers.
Harabagiu et al. (2001) have improved the approach that used by Moldovan and others by adding
Machine Learning (ML) algorithm, which enhances the scoring function. On the other hand,
Srihari & Li (1999) have used a different approach. They have relied on the constraints of the
guestion more than the answer type in choosing and ranking sentences that contain potential
answers. They used such functions to rank the sentences like the number of unique words in the

sentence matched and the keywords orders in the sentence compared with their order in question.

Ittycheriah et al. (2000) have produced a ranking function based on both the type of answer

and the matching words. In addition, the frequency of the user's answer is measured as a criterion
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for selecting answers. This statistical method represents the number of events associated with the
question (Clarke et al. 2002).

2.3.4. QA Example

Based on the above architecture and for further understanding, let's simulate an example that
explains the processing mechanism of each module and the output of data format. QA system
modules will address the example of the input question "What are the most places visited in Dubai

in last decade?" as follows:

e Question Analysis module identifies the question type which is "List" and the expected
answer which is a list of items as well. Sometimes, the module contains predefined question
and answer pattern to match the posted questions with these patterns. Suppose the question
in the example matches with the "What is X in Y [in Z]?" pattern. Accordingly, the module
extracts the form of the answer “X in Y [in Z] {are, is}” which belongs to the question pattern.
The question pattern and the answer form will be used in the Passage Retrieval module to
focus on paragraphs that contain the same structure. In addition, the module recognizes the
NEs (in the example LOCATION =" Dubai”), as well as identifies the constraints (in the
example “last decade”) in order to filter the candidate paragraphs according to these features.

e Passage Retrieval module attempts to extract the best paragraphs from the information source
(documents collection) based on the best matches with the question's features in terms of
keywords and patterns. Based on the proposed example, let's suppose that such passages are

extracted from documents collection as follows:

Passage 0: “the most visited places in Dubai by Arab in the last decade are not the same for those
coming from Europe”

Passage 1: “the most visited places in Dubai by French in the last decade are Burj Al Arab,
Jumeirah and Dubai Mall”

Passage 2: “Dubai Mall is one of the most visited places in Dubai by French tourists in the last
decade”

Passage 3: “In the last decade, French tourists have most visited Burj Al Arab, Jumeirah and
Dubai Mal”
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e Answer Extraction module consists of two sub-modules which are concerned with answer
identification and answer validation respectively. The first sub-module processes the
passages that come from PR module to list the sub-contents with their features. The second
sub-module validates the list of candidate answers based on their features. For instance, the
"Passage 0" in the above part contains similar question keywords and pattern. The answer
extraction sub-module processes the passage and return sub-content is “not the same for
those coming from Europe”. Based on this, the system selects “Europe” as a candidate answer
since the expected answer is a list of places and “Europe” is tagged with the NE feature
“LOCATION”. However, the answer validation sub-module will reject the selected answer
if additional information is available such as Europe is not a place in Dubai.

Actually, passages extraction in PR module is often more complicated and challenging due
to: (i) the correct passages do not contain in documents collection; (ii) documents collection has
the passages with a different structure (For instance, Passage 3 above). It is worth noting that
passages can be extracted in two main approaches: (a) retrieve the relevant documents and then
extract the paragraphs from them; (b) index each passage as a single document and retrieve it
accordingly (Khalid & Verberne 2008).

The performance of each module is affected by the performance of the previous module in
the QA pipeline. In order to build QA system has a high efficiency, it should evaluate the impact
of each module in terms of NLP tasks and techniques. Moldovan et al. (2003) have mentioned a
high percentage of errors in QA systems due to mistakes in the classification of questions, which
is estimated at about 36%. This affects the performance of the rest of the modules. LLopis, Vicedo
& Ferrandez (2002) have pointed out that the quality of answers in QA systems depends on the
quality of the PR module.

2.4. Question Answering Evaluation

2.4.1. Evaluation Forums

An important trend or concept emerged in 1987 related to NLP field, which focuses on
evaluation campaigns in various tasks, such as text processing (Harman 1992) and speech

processing (Pallett 2003). The IR researchers also continued to follow this trend which organized
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by Text REtrieval Conference (TREC) in USA (Ray & Shaalan 2016). Indeed, the number of IR
evaluation campaigns and the number of participants indicates the importance of these campaigns
to IR researchers. Regardless of the mechanism applied to evaluate IR tasks, these campaigns have
positive impact in urging researchers to spend more effort in development of NLP field (Voorhees
& Harman 2005).

Since 1994, NLP and IR research communities in Europe have begun a series of ongoing
evaluation campaigns for a variety of tasks, such as lexical semantics (EDMONDS &
KILGARRIFF 2002), German morphological analyzers (Hauser 1994) and French PoS taggers
(Grace) (Adda et al. 1998). Furthermore, Cross-Language Evaluation Forum (CLEF) has promoted
research in the area of multilingual information. It focuses on testing IR systems and creating
golden datasets for researchers to help them develop and evaluate their systems (Ray & Shaalan
2016). Arabic language was introduced in CLEF (2012) as a golden dataset for QA systems, which
allows Arabic QA systems to evaluate and compare their results based on this addition (Agosti et
al. 2007).

Interest in NLP campaigns has shown the importance of evaluation in NLP projects, and
accordingly new evaluation terms and rules have been introduced and utilized. For instance, (i)
progress evaluation which assesses the current state against the desired state, (ii) adequacy
evaluation which assesses the proposed tool adequacy for some intended utilize, (iii) diagnostic
evaluation which assesses the proposed tool to discover where and why fails, (iv) hypothesis versus
reference data which assesses the proposed tool by comparing the results produced by the tool
against the data created to represent the gold-standard (Mitkov 2005).

The evaluation campaigns followed a typical four-stage model as shown in Figure 2. In
phases | and I, participants are permitted to adapt their tools according to final test conditions (e.g.
input and output test formats) and made any adjustment required in terms of tool function or
evaluation protocol. The last two phases are the actual competition where participants utilize the
gold-standard data through their tools to figure out the results and send these results for
adjudication in order to obtain outcomes and ranking. In general, a workshop is organized to
publish the outcomes, methods that have been evaluated, and conduct discussions among
participants (Mitkov 2005).
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Phase IV
Adjudication

Phase |

Training

Phase Ill
Actual Running

Presenting and

Adapting Adjusting systems Real evaluation discussing

judgment results
and proposed
methods/systems

participant systems and evaluation with gold-standard
to test conditions protocol data

Figure 2. Evaluation campaigns model

The evaluation process of QA systems is carried out as a task under the IR campaigns,
followed by TREC for English, CLEF for European languages, Russian Information Retrieval
Evaluation Seminar (ROMIP3) for Russian language, etc. The Arabic language is one of the few
languages that have one edition of evaluation for QA systems. The only editions of this language
were produced in TREC (2001-2002) and CLEF (2012).

2.4.2. Performance Measures

Generally, there is a range of tests required to measure the effectiveness and performance of
IR systems. These tests consist of documents collection (indexed documents according to the
system needs), questions in a natural language, and a set of relevant judgments of questions. In
terms of systems evaluation, two types of cases can occur, namely: ranked and unranked retrieval.
In the case of rank retrieval, the evaluation depends on the list of retrieved documents and sorts
them for the best match with the question pattern and keyword. While the case of unranked

retrieval, the QA system is evaluated by using the following formulas (Ray & Shaalan 2016).

e Precision (P), which represents the percentage of retrieved documents related to the query

Number of relevant documents

p=

Retrieved documents

e Recall (R), which represents the percentage of related documents retrieved

Number of relevant documents

R =

Relevant documents

e F - Measure (F), which represents the percentage of combination for precision and recall

__ 2%PxR

P+R

The QA system can be evaluated either the whole system and / or single module. Therefore,
the above formulas are not valuable because they assess the system's effectiveness in retrieving
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relevant documents without highlighting the system's ability to deliver documents ranked as
relevant. Various IR evaluation campaigns use more appropriate formulas to assess the quality of

the overall QA systems as follows:

e Accuracy (A): the outcome of this formula is a number between 0 and 1 which indicates the
probability of providing a correct answer by the QA system

Number of correct answers

Number of questions
e Mean Reciprocal Rank (MRR): the outcome of this formula is a number between 0 and 1
which indicates the quality of the categorized list of possible answers (N = number of

questions, rank(i) first position of relevant document)

n

MRR = ! !
N rank(i)

i=1

e Answered Questions (AQ): the outcome of this formula is a number between 0 and 1 which
indicates the probability of providing a correct answer by the QA system in the categorized

list of possible answers (n = number of answered questions, |Q| = number of questions)

4Q = —
el

e Cc@1: the outcome of this formula is a number between 0 and 1 which has been used by CLEF
QA tracks since 2009. In this formula, systems are encouraged to reduce the number of
incorrect answers while keeping the number of correct answers and leaving some questions
unanswered (nr = number of correct answered, nu = number of incorrect answered, n =

number of questions)

(@1 = (nr + nu * (%))

2.5. Arabic Language Challenges

The Arabic language is a familiar and widespread language with nearly 300 million native
speakers. It has a special context (right-to-left writing), as well as it consists of 28 letters (3 long
vowels and the remaining characters are consonants). In addition, diacritics and allographic

variants are utilized as short vowels except one is utilized as a double consonant marker. The
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numbers are written from left to right, making it difficult for Arabic-language editors to deal with
written words from left to right and others from right to left in the same context (Farghaly &
Shaalan 2009). The example below illustrates the Arabic language direction for letters and

numbers.
2003 ple 59 wsud w59 aulayul dgolsdl Comwl

The modules of QA system are developed and adapted to solve language-specific challenges.
Due to the complexity of Arabic language among other languages, so the development of Arabic

QA systems is a major challenge compared to other languages.

2.5.1. Arabic Script and Encodings

Arabic language uses a particular alphabetic writing system that is considered one of the
Arabic challenges. The Arabic common encodings are Windows CP-1256 (One-byte encoding)
and Unicode (Two-byte encoding). These encodings are compatible with human’s language by
allowing them to read and write Arabic texts. While QA systems may encounter many issues when
processing Arabic text encoded by one of the codecs mentioned earlier. Due to these issues, some
researchers in Arabic NLP prefer to utilize the Buckwalter encoding (ASCII transliteration
scheme), which matches Arabic letters to Roman letters as shown in Figure 3. The use of this
encoding makes the machine more efficient because of machines designed to work in Roman
letters. For example, the Buckwalter transliteration for the text « (s wsus 8 @ullay,ul dzolsdl cwwl

2003 plc” IS “Osst AljAmEp AlbryTAnyp fy dby fy EAm 2003” (Benajiba & Rosso 2007).

Arabic letters | | O Sle leléE |23 (gli|lww|or|uve|lue|b|lblel|é |[@|ag|d|d]|le |ola]s 1 13
DIN 31635 I'5 t |g |h|h d 5 |s |d |t |z| |a widg |y |1
Buckwal A * E

uckwalter bt | * 14 rizi|s 3 9 ¢ qk ([l [m|n|h] . v
Qalam '[aa th |j |H|kh dh sh|S (D |T|Z |  |gh y
BATR Al aa C K z X Elg wiuu |y I

dz &

IPA (MSA) 2 a b |t |8 |g |h|x |d|& |r|z|s [[] |s |d° || [S|y (f |gq|k |l |m|n|h | wu |]i

Figure 3. Buckwalter transliteration table
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2.5.2. Arabic Morphology

Arabic language is a derivational and inflectional language that makes the analysis of
morphology extremely complicated. Some words in Arabic language are composed of one word
but are translated into a complete sentence in other languages (Shaalan et al. 2004). For example,
the phrase "Then they will say it" can be presented in one Arabic word " &is/séd'. Buckwalter
(2004) proposed classical morphological analysis (BAMA) which is useful in some simple IR
systems but ineffective in the advanced ones. For example, "5 sl leica Al Sle_jisal/ 43" and the
English translation is "Who are the two people that invented the airplane”, so the question is
looking for the name of two people. In English, the QA system identifies the number of people
through the word "Two", while in Arabic the number is embedded in the dual form of the word
itself " olasd' (two-persons).

Recently, Pasha et al. (2014) have produced a valuable tool in NLP called MADAMIRA
tool, which is a combination of MADA (Morphological Analyzer and Disambiguation tool) and
AMIRA (Tokenization, PoS tagging, Phrase Chunking, and NER tool). It designed to process
MSA text, as well as the Egyptian dialect as well. In addition, Abdelali et al. (2016) have produced
an accurate Arabic text processing called Farasa. It performs efficiently in IR and MT tasks. Farasa

consists of several modules, such as Arabic text Diacritizer, PoS tagger, and Dependency Parser.

Regarding the derivations of the Arabic language, each Arabic word has a root of three
characters and in some cases four or five characters. The word derivations (Lemma = Root +
Pattern) often add a pattern (prefix, infix, or suffix) to the root (Shaalan & Raza 2009). Also, the
adjectives and nouns are derived from a verb. In regular derivation, the lemma can be derived if
the root and pattern are known. Figure 4 demonstrates a sample of two Arabic verbs from the same
classification and their deduction utilizing the same root. The word root or stem plays a key role
in the efficiency of IR and QA systems at the stage of indexing or retrieval passages (Harmanani,
Keirouz & Raheel 2006).
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Root:

Pattern:

/ --\C
Lemma: (existent) s> J s (connected)

Figure 4. Arabic language derivation (Lemma = Root + Pattern)

On the other hand, the Inflectional aspect in the Arabic language is a challenge as well. The
word structure consists of the root and add affixes to it (Word = prefix(es) + lemma + suffix(es)).
The prefixes can be conjunctions, articles or prepositions, while the suffixes are usually objects or
possessive anaphora. Figure 5 illustrates example of prefixes and suffixes that can be combined, so
one word can contain zero or more affixes (Harmanani, Keirouz & Raheel 2006).

/"

|

-

T

(and they will eat it)

Figure 5. Arabic words composition (Word = prefix(es) + lemma + suffix(es))

2.5.3. Natural Language Processing

2.5.3.1. Ambiguity
Unlike Latin languages, diacritics, such as fatha, dama, and kasra signs, play an important
role in Arabic language to distinguish either double consonants or short vowels. Figure 6 illustrates
the possibility of writing a similar word with different diacritics that gives different meanings
(Vergyri & Kirchhoff 2004).
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Seriousness A

.

Grandfather AE

Figure 6. Arabic diacritics changes the meaning

Regardless of religious text (Quran) and children's books, diacritics are excluded in all
Arabic texts to allow Arabic speakers to read faster. In the case of an ambiguous word, ambiguity
can be easily identified by utilizing the context in which the word has appeared and reader’s
knowledge. However, researchers in NLP field consider this point as one of the major challenges,
especially in the tasks of Machine Translation (MT) and Word Sense Disambiguation (WSD)
(Habash & Rambow 2007). Farghaly & Shaalan (2009) stated that the problem of ambiguity poses
a major challenge for researchers to develop Arabic NLP systems. Therefore, non-use of diacritics
is an additional challenge. It is estimated that the average number of ambiguities in most languages
is 2.3, while 19.2 in Arabic (Cheddadi 2014).

2.5.3.2. Capitalization and NER
Thus, capitalization is one of the main obstacles in Arabic NLP systems because of the
difficulty in distinguishing between NEs and the other word which affect NER performance. For
instance, the question Sl a1 S a5 cu” (Where was Kareem Aldahabi born?) asks about the
birthplace. A morphological analyzer can interpret the two NE words as an adjective (Kareem
Aldahabi interpret into the generous and golden, respectively). Figure 7 presents an example of
Arabic capitalization challenge (Shaalan 2014).
[Egypt e

@acher st _pla

Figure 7. No capital letters in Arabic script

2.5.3.3. Available Resources for Training
Lack of available or non-free resources is one of the obstacles faced by Arabic NLP
researchers. Resources are an essential component for researchers in the research and development
cycle. There are many resources used for training purposes such as electronic lexicon, dictionaries
and corpora, as well as the advanced ones such as knowledge base and anthology. Therefore, most

of researchers build their own resources that are used to train their QA systems. Recently, huge
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efforts have been made in development of public resources, particularly those belonging to the
electronic lexicon, dictionaries and corpora. Ontology can play a key role in the QA systems, such
as Arabic WordNet which has information of Arabic language (Abouenour, Bouzoubaa & Rosso
2013).

2.5.3.4. Available Resources for Evaluation

The development of QA systems goes through many stages and experiments that require
relevant resources for evaluation. Currently, in Arabic language there are few test-set available for
QA and public domain as well (Shaheen & Ezzeldin 2014). The Arabic language resources
available for evaluation as follows: (i) TREC (2001 and 2002) text collections for Arabic QA and
IR, which contains 873,383 documents (800 MB). The size of the collection is small compared to
the English versions TREC WT10g and TREC GOV2, which contains 1.6 million documents (10
GB) and 25 million documents (420 GB) respectively (Abouenour 2011); (ii) Benajiba, Rosso &
Soriano (2007) have created and published an Arabic collection to the public. It was developed in
SGML format for their system called ArabiQA system. This collection contains 200 pairs of
questions and answers and 11,000 documents from the Arabic Wikipedia; (iii) Trigui, Belguith &
Rosso (2010) have produced ADQA corpus (Arabic Definition Question Answering), which was
collected from Arabic TV program called “Who will be a millionaire?”. The test-set consists of 50
Arabic definition questions, as well as 50 files collected from Wikipedia and Google for these
questions; (iv) Pefas et al. (2011) have provided QA4MRE (Question Answering for Machine
Reading Evaluation), which is launched by CLEF 2011. The test-set consist of four topics
"Alzheimer", "AIDS", "Music and Society", and “Climate Change”. The content composes of 4
reading tests per topic (16 documents), 10 question per reading test (160 questions), and 5 answers

options to each question (800 answers).
2.6. Question Answering Approaches

2.6.1. Linguistic Approach

QA systems need to know how to recognize natural language text to interpret the question
and retrieve the answer. Therefore, the development of QA systems relied on Al methods, which

utilize NLP techniques and information sources (knowledge base, corpus, etc.) in building system
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framework. Information is shaped in the form of rules, templates, ontologies, and semantic
networks, which are used in the analysis of questions and answers (Oudah & Shaalan 2016).
Linguistic techniques like PoS tagging, parsing, and tokenization were implemented in order to
formulate a query from the input question and retrieve the answer from information source.
However, there are many limitations in deploying a close-domain knowledge base, because each
domain has its own grammars and rules that are used by the system. Whereas, deploying open-
domain knowledge base is a time-consuming process and requires a huge effort. Therefore,
available QA systems have tried to resolve issues that related to close-domain information
(Dwivedi & Singh 2013).

Moreover, the development of some QA systems relied on the rule-based mechanism. The
rules were built to be used by NLP techniques in order to identify and classify the features of
questions. Quarc and Cqgarc systems were developed by Riloff & Thelen (2000) and Hao, Chang
& Liu (2007) respectively. Both groups used heuristic rules to identify the class of questions by
looking for semantic and lexical clues in the question. However, there is a difference in a class
taxonomy of question from one system to another. For instance, some systems use general
taxonomy (who, when, what, where and why) while others use domain-specific taxonomy. Table

2 parents NLP-based and Rule-based approaches differences that applied by QA systems.

NLP-based Rule-based
Data Structure Structured Data Structured or Semi- Structured Data

Question Classification NLP tasks Predefined rules

Linguistic Analysis Deep NLP Techniques Shallow NLP techniques
Knowledge Domain Often Small, but large when Limited to pre-stored documents

use web as data source
Learning Data Not required Learning rules on training data

Table 2. NLP-based and Rule-based comparison

2.6.2. Statistical Approach

The statistical approach has become increasingly important due to the rapid growth of web
data and online text repositories. This approach can handle a large amount of heterogeneous data,
as well as queries that are formulated in the form of natural language. It relies on statistical
learning, which essentially needs a sufficient amount of data to obtain a properly learned statistical
program or method. However, this approach fails to identify the linguistic features of the

combination words or phrases due to each term is addressed independently and this is one of the
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major drawbacks. Indeed, statistical techniques are applied successfully to different modules of
the QA system. There are some tasks used to classify the question in order to predict the answer
type such as Bayesian classifiers, Support Vector Machine (SVM) classifiers, and Maximum
Entropy models. In addition, these tasks are trained on an annotated corpus (questions or
documents) with the classes of questions defined in the system (Dwivedi & Singh 2013).

There are many leading systems developed based on the statistical approach. One of these
was IBM’s statistical QA system, which used the maximum entropy model to classify questions
and answers based on N-gram or bag of words features. The Okapi method was utilized in the IR
phase to measure the similarity between question and documents/paragraphs from the data source.
While the answer selection phase utilized the heuristic distance metrics to extract the answer
(Ittycheriah et al. 2000). Berger et al. (2000) applied the statistical approach in their QA system,
as well as the overall performance was quite well and was assessed based on some factors such as
vocabulary size, characteristics of the dataset, an overlap between question and answers, etc.
Statistical methods such as camel similarity models, N-gram mining, and Okapi are used to
determine which documents or answers are closest to a question based on different features and
formulas. Moreover, the answer validation module can use the statistical tasks through the
appropriate feedback mechanism. Table 3 presents the various statistical models used to classify

questions and extract answers, as well as the performance of each model.

Techniques/Models Phase Performance

Maximum Entropy  Question Classification  Error rate significantly reduces

SVM Question Classification | Quite good performance and accuracy

Answer Selection Outperforms than others

Bayesian classifiers | Question Classification | Better accuracy than base Bayesian method

Okapi Similarity Answer Selection Achieved an average level of mean (Factoid
questions/Close-Domain)

Sentence Similarity | Answer Selection Accuracy is significantly increased and precision
above average

N-gram Mining Answer Selection Satisfactory performance (All type of questions)

Table 3. Statistical models comparison

2.6.3. Pattern Matching Approach

Actually, this approach is used by many QA systems that formulate questions into predefined
pattern and match them with corresponding answers pattern instead of using linguistic techniques.

For instance, the question "Where was Sheikh Zayed born?" matches the question's pattern "Where
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was <Name> born?" and its answer's pattern "<Name> was born in <Location>". The simplicity
of this approach makes systems very convenient for Factoid questions, which cannot handle the
definition questions that require a lot of time and effort. The answer extraction stage used either a
surface patterns or templates approach. Table 4 presents a comparison between surface patterns
based and templates based (Al-Shawakfa 2016).

Mechanism Automatically learned patterns A preformatted template for questions
by examples that have place-holder to be dynamically
filled by parameters
Statistical techniques or data  Structured query
mining measures
Not necessarily generating Generating formatted answers
formatted answers

Pattern Learning Semi-automatic Manually and automatic for semantic web
Implementation Area Small/Medium size websites Semantic web

Table 4. Pattern matching approach

2.6.3.1. Surface Pattern Based

The approach gives a high accuracy in the final results, which relies on the list of patterns to
extract the answer from the surface structure of documents. It is convenient for Factoid questions
since their answers are limited, as well as the answer extracted based on similarities between
patterns (e.g. regular expressions) and semantics. This approach has been proposed in the QA
evaluation track (TREC- 10), which prompted Ravichandran & Hovy (2001) to adopt this
approach in their work. They have applied automatic learning method (bootstrapping) to build a
large patterns list of question-answer pairs. Moreover, Zhang & Lee (2002) augmented this

approach with confidence measures by giving high precision with a low recall.

2.6.3.2. Template Based
This approach focuses on the illustration using pre-formatted question and answer template
rather than processing questions and answers. The template design contains empty slots
(placeholder), which are populated based on the question class and generate the query as well to
retrieve the answer from the data source. Also, the answer is populated in its template in order to
return raw data in a formatted manner. The principle of this approach is similar to the automated

Frequently Asked Questions (FAQ) systems, while answers are pre-stored in the templates that

24



belongs to the user's question. However, this approach unlike static FAQs in the answer retrieval
mechanism, where question and answer templates are populated dynamically using parameters.
Gunawardena et al. (2010) introduced the QA system for close-domain to identify mobile SMS.
They design templates to cover all variant of each potential question. The system relies on pre-
processed text to find out the best matched of the template pair (question and answer), and then
populate the answer's template accordingly from data source. In addition, Unger et al. (2012) have
used this approach over Resource Description Framework (RDF) by using the SPARQL template.
The SPARQL template analyzes the question's structure and maps it to domain vocabulary, which
gives a fully adaptable to the semantic web. This system also uses linguistic resources to build the
SPARQL template.

2.7. Existing Arabic QA Systems (Related Work)

In the 1990s, work began on Arabic IR systems with limitations at that time regarding the
resources (size of text collections). Therefore, the systems evaluation focused on measuring the
effectiveness of indexing paragraphs by stem, root or surface words. In 2001, the TREC campaign
comes with 75 queries to evaluate Arabic IR systems (Nwesri 2008). The first Arabic QA system
created was "AQAS”, which is knowledge-based system retrieves answers from structured data.
The frames mechanism was utilized to present the knowledge in radiation domain. It highlighted
some limitations regarding processed data that are structured in the context of knowledge-base.
However, there is no available published evaluation of the system (Mohammed, Nasser & Harb
1993).

Ten years later, Hammo, Abu-Salem & Lytinen (2002) proposed the Arabic QA system
(QARAB). It is a rule-base system that utilizes a collection of Arabic newspaper texts
(unstructured data) to retrieve answers based on IR and NLP techniques. It only processes the
factoid questions and does not handle other types of questions like "why" and "how", due to
advanced and complex processing needed. However, the evaluation test was carried out by four
native Arabic speakers and did not follow the state-of-art methods. It only reported the results of
the experiments for 113 questions, which showed that the performance result was obtained for

Recall and Precision is 97.3 %.
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Benajiba, Rosso & BenediRuiz (2007) introduced the ArabiQA system, which handles the
factoid questions. The NER and Java Information Retrieval System (JIRS) techniques were used
to process the Arabic text documents and factoid questions. The authors prepared a system of
ongoing implementation and an evaluation corpus based on the CLEF guidelines. The obtained
accuracy of system performance is 83.3%.

Brini et al. (2009) built the Question Answering System for Arabic Language (QASAL),
which handles the factoid questions that have NE answers. The NooJ platform and local grammars
were used to retrieve the answers. As well as the IR and NLP techniques were used for processing
Arabic text documents and factoid questions. The authors utilized the Arabic version of Google as
a data resource, as well as used the Tunisian book collection as a corpus. According to the authors,
the results of experiments that conducted on 50 questions showed the 67.65% Precision, Recall is
91% and F-measure is 72.85%.

Kanaan et al. (2009) introduced the Arabic QA system to handle the short factoid questions,
while other types of questions such as "why" and "how" are excluded. IR and NLP techniques
were used to retrieve answers from variety of data source, such as Arabic text collection, some
relevant documents, and 25 documents manually collected from the Internet. According to the
authors, 12 questions were applied to evaluate the system. The reported performance shows the
Recall is100% and the Precision obtained is 43%. Due to the small size of the sample used, the

results of their experiments cannot be relied on in comparative.

Trigui, Belguith & Rosso (2010) were introduced the Arabic Definition Question Answering
system (DefArabicQA), which handles the question's pattern “What is X?”” and use the internet as
a data source. Google and Wikipedia were used in the experiments as a data source to extract
answers. The reported results: MRR score is 0.7 and the question rate is 0.54 for Google as the
web source, while MRR score is 0.81 and the question rate is 0.64 for Google coupled with
Wikipedia as the web source.

Bekhti et al. (2011) built the AQUASYys system, which handles factoid questions in order to
retrieve answers from Arabic corpus that developed by the authors themselves. It consists of three

modules: Question analysis, Sentence filtering and Answer extraction as well as extensive use of
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NLP techniques. According to the authors, the results obtained from the experiments on 80

questions showed a 66.25% Precision, Recall is 97.5% and F-measure is 78.89%.

Trigui et al. (2012) have introduced the Arabic QA4MRE system, which introduced the
Arabic language for the first time in CLEF. The system adopts a new approach that can answer
questions of multiple answer options from short texts. The reported performance shows that the
overall calculated accuracy is 0.19 (31 correct questions answered correctly out of 60) and the

overall c@1 measure is 0.19 as well.

Abdelnasser et al. (2014) have established Al-Bayan system, which is a QA system for the
Holy Qur'an that uses Qur'an and its interpretation books to answer questions. The structure of the
system consists of three modules, a Semantic module to restore the verses from Qur'an,
Morphological analyzer and disambiguation to classify questions, Answer extraction to rank

answers from interpretation books. According to the authors, the system accuracy is about 85%.

Kurdi, Alkhaider & Alfaifi (2014) have proposed new solution called JAWEB, which is a
web-based Arabic QA system that handles factoid questions (Yes/No questions) based on
paragraph retrieval. The experiments were conducted on small size collection (20 documents). The
system shows positive results of about 85% Precision and 100% Recall. Besides, the system gives
88% Precision when using only paragraphs.

Nicosia et al. (2015) have introduced Answer Selection in Community Question Answering
for Arabic and English languages. The tool targeted web forums, where posted questions and their
comments were used to select the best answer. ML approach was adopted to classify the question's
comments into true and false answers. Moreover, a variety of features, such as sentiment analysis,

n-grams, and text similarity. According to the authors, the tool accuracy is about 78.69%.

AL-Khawaldeh (2015) has presented an Arabic QA system (EWAQ) based on entailment
metrics that handle Why-questions. It is designed to use the web as a data source and score the
answers based on entailment metrics to find the best correct answer. The system shows positive

results of about 68.53% Accuracy for 205 Why-questions.

Albarghothi, Khater & Shaalan (2017) have introduced Arabic QA system based on ontology
(Domain knowledge). It is designed based on NLP tasks, Protegeé tool, and SPARQL queries. The

experiments were conducted on 100 questions (76 answered questions, 18 incorrect answer, and 6
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questions blank answer). The system shows positive results of about 81% Precision, 93% Recall,
and 86% F-Measure.

Azmi & Alshenaifi (2017) have introduced an Arabic QA system (Lemaza) that handle
Arabic Why-questions. The system employed the Rhetorical Structure Theory (RST) to extract
answers. The experiments were conducted on 110 Why-questions using 700 documents compiled
from open source Arabic corpora. The system shows positive results of about 72.7% Recall, 79.2%
Precision, and 78.7% c@1.

Most of Arabic QA systems that handle type of question (Factoid or definitional) seek for a
precise and straightforward answer. Only a few of the researchers introduced a project managing
definitional questions (Why and How) due to their difficulties and complexities (Al-Shawakfa
2016).

2.8. Existing Arabic Corpora (Related Work)

In recent years, computational linguistics and natural language have evolved considerably,
including changes in QA systems such as the types diversity and complexity of questions, as well
as standardized evaluations such as TREC QA track. There is a major shift from developing simple
systems to comprehensive systems by using large corpora. Some approaches of QA systems have
benefited from external resources such as gazetteers, web resources, encyclopedia, and databases
(Kennedy 2014).

Since NLP studies cannot rely on small samples of data as well as the intuition, so they
require a vast data (corpus-based approach) to perform the experimental analysis. The corpus-
based approach can be utilized to conduct a study on a wide range of topics in NLP field. Corpora
are extremely appropriate for QA functionally because it comprises of texts that empower the
researchers to develop systems for their tasks analyses (Alansary, Nagi & Adly 2007).

2.9. Chapter Summary

In this chapter, we have highlighted the importance QA systems to the users and the aim that
attract the attention of researchers, as well as we have identified the difference between these
systems and SEs. Typically, QA systems consist of three major modules: Question analysis,

Passage retrieval, and Answer extraction. While each module is integrated with a variety of NLP
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tasks. Generally, the performance of these systems is evaluated using a range of tests, such as the
mean of IR systems measure by recall and precision formulas, as well as QA-specific measure by

accuracy, MRR and C@1 formulas.

Although the architecture design of QA systems and the evaluation process are independent
of the language. While the core tasks in Arabic language have been developed to solve some of
the challenges that belong to this language. These challenges are illustrated in this chapter along
with examples for further clarification. Early studies on Arabic QA systems do not report the
experimental results based on standard measures, since Arabic was not introduced in current
campaigns (provided only in TREC 2002 and CLEF 2012 / 2013).

Moreover, we reviewed in detail the most prominent Arabic systems through the system
approaches, functions, and results in order to identify the new lines of our research. Therefore, we
found that the development of Arabic QA systems is highly concerned due to the availability of
resources as well as tasks such as QE, NER, syntactic parsing, etc. Finally, we reviewed the Arabic

corpora in terms of approaches and the most prominent works.
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Chapter Three: Building Corpus

This chapter explains the reasons beyond the creation of our linguistic resource Arabic
Corpus of Occupations (ACO) corpus. The linguistic resource has a great impact on our research,
so it highlights the methodology of building ACO corpus that will be required to train and test our
QA system. Finally, it demonstrates the evaluation process and its factors that will be used to assess

our corpus.

3.1. Motivation

As mentioned earlier, Arabic language still lacks the large-scale of resources, and this is
necessary to implement NLP solution. Therefore, researchers have become more interested in this
subject by achieving significant progress. Arabic NLP is still in its earliest stages for many reasons,
one of them is the lack of a mature data resource. Hamoud & Atwell (2017) pointed out that the
development of the QA system for close-domain has a wider interest than open-domain, due to the
integration of information that related to the selected domain. Thus, we choose the occupation
domain to build the corpus and utilize it as a data source for our QA system for the following
reasons: (i) covering the diverse range of jobs and their descriptions in one place based on the
International Standard Classification of Occupations (ISCO-88) for the classification and
compilation of occupational information; (ii) provide a language of common understanding
regarding the professional structures of the labor force; (iii) no existing resources specifically
designed for the occupations domain; (iv) NLP studies require a vast data (corpus-based approach)
to perform the experimental analysis. Thus, ACO is a valuable resource for QA development

(close-domain) by creating a unified dataset for use in testing and evaluation purposes.

3.2.  Corpus Aims

In order to make the corpus more useful for QA system, it is often subject to annotation
procedure, such as semantic analysis, morphological analysis, and statistical analysis (Hamoud &
Atwell 2017). The ACO is planned to have a sizable and reliable Arabic content written in MSA
format collected from appropriate sources. ACO aims to provide a well-structured guide for
building and processing Arabic corpora, as well as produce an annotated Arabic corpus using a
reasonable tag set. Producing an ACO corpus requires data collection, human annotation, and
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verification. Therefore, a customized tool will be developed to collect and process Arabic corpus

in order to add positive progress in this field.

Moreover, ACO is a valuable data source for our QA system, which will be used in testing
and evaluation experiments. Moreover, our QA system (employing passage retrieval module) can
be utilized as a recommender system by matching users' resumes with the most appropriate

occupations.

3.3.  Methodology

The designed methodology helps us in creating a reliable corpus. The approach of manual
annotation (tagging) will be chosen because it is more accurate but requires a considerable time
and huge efforts. Figure 8 illustrates the ACO methodology cycle which consists of (i) define the
knowledge domain and choose the most appropriate resources, as well as identify the most suitable
data sources; (ii) design the structure of the corpus, written properly and carefully organized
(headings, sections, paragraphs, etc.); (iii) clean, upload, reformat data by eliminating noise and
adding tags/metadata (annotations) to improve the data accuracy; and (iv) perform a baseline

assessment in order to calculate the accuracy.

Content
Properties

Baseline Corpus

Assessment Structure

Maintain
Data

Figure 8. ACO development methodology
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3.4. Planning the Building of Corpus

In the planning phase, various factors should be considered for building the corpus, such as
sampling and representativeness, machine-readable form, finite size, and status as a standard
reference (Goweder & De Roeck 2001). Therefore, the sampling and representativeness factor can
be relied upon to formulate research questions of research. List of the following tasks have been
identified to be followed in the development and compliance process of the corpus: (i) identify the
data/text domain; (ii) structure or classify the text representation; (iii) identify resources and any
roadblocks; (iv) maintain a precise record such as text source, tag, last update, user, etc.; (V)
identify the methods of training and testing evaluation; (vi) Identify the categories, the samples in

each category, and the max number of words in each sample (for corpus size purposes).

3.5. Data Collection

ACO is planned to have approximately one million words written in MSA format. The
collected data consist of a diverse range of occupations as part of a funded project with grant
number 37-K-138 supported by Princess Noura Bint Abdulrahman University, Riyadh, Kingdom
of Saudi Arabia. The project called Electronic Dictionary of Professions ( <lallaad o gulal) axsdll
), which aims to represent all job descriptions and their respective groups in the Arabic
language. The data structure is made up of major groups (s-2¥!) at the top level, subdivided into

sub-major groups (+'3>Y), subdivided into minor groups (<= s¥!), and unit groups (J_s<dl).

3.6. Corpus Analysis and Design

The proper design of the corpus relies on what is intended to represent. ACO has adopted
the International Standard Classification of Occupations (ISCO-88) for the classification and
compilation of occupational information. The standard defines and aggregates jobs based on the
similarity of the skills required to fulfil the duties of these jobs. The aim of this standard is to
provide a language of common understanding regarding the professional structures of the labor

force among all countries of the world.

It is important to note that building the ACO is a hazardous errand because of covering the
diverse range of jobs and their descriptions. The ACO framework adopted two basic concepts of

classification, namely: type of work performed (Job) and skill. The job is defined as the set of tasks
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and duties performed by a person. While the work is part of the occupation, which includes a set

of tasks homogeneous in nature but different in skill level. On the other hand, the skill is defined

as the ability to perform tasks and duties precisely according to the requirements of the labor

market. The skill has two dimensions: (i) skill level which is the scope and complexity of the tasks

involved; (ii) skill specialization which includes the type of knowledge applied, tools and

equipment used ("ISCO - International Standard Classification of Occupations™ 2018).

Error! Reference source not found. shows the five levels of skills were delineated in ACO ¢

orpus. Whereas, Error! Reference source not found. shows the ACO's hierarchical of 10 major

groups at the top level, subdivided into 40 sub-major groups, subdivided into 142 minor groups,

and 430 unit groups.
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Table 6. ACO's hierarchical structure

ACO uses the decimal coding system for the job reference as shown in Figure 9, which

consists of seven digits representing six classification boundaries as follows:

e The first slot allocates one digit (the first digit from the left) and represents the main groups.

e The second slot allocates one digit (the second digit from the left) and represents the sub-
major groups.

e The third slot allocates one digit (the third digit from the left) and represents the minor
groups.

e The fourth slot allocates one digit (the fourth digit from the left) and represents the unit

groups.
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e The fifth slot allocates two digits (the fifth and sixth digit from the left) and represents the
jobs.
e The sixth slot allocates one digit (the seventh digit from the left) and represents the skill

levels.

Job Code Job Name
2111011 ple [ 3nd

Figure 9. Job reference sample

3.7.  Arabic Corpus of Occupations Tool

According to the previous analysis and design section, the ACO tool is an appropriate
application to help the user explore and tag (annotate) the Arabic occupations. The tool has been
developed using C# windows application and Microsoft Office 2016 (Access and Excel). It
consists of two different parts, one to fill the data in the corpus and the other to verify and tag
(annotate) this data. The tool has a variety of features and capabilities such as data insertion and a
workflow to annotate and verify content, as well as ease of use and allows the user to work

smoothly. Figure 10 shows the interface of ACO tool.
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Figure 10. ACO tool
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3.8. Insertion and PoS Tagging Process

This corpus has the advantage of being manually tagged which ensures its cleanliness and

accuracy. The manual approach is followed to tag around 700 occupations of the collected data.

The process of insertion and tagging consists of three different stages, namely: (i) the tagging

(annotation) stage and carried out by tagger role who fills and annotates the information; (ii) the

verification stage and carried out by domain specialist role; (iii) the approval stage and carried out

by expert role. As illustrated in Figure 11, the tagging stage begins when the tagger role fills in the

required information as well as adding the corresponding tag from the tag set. In the verification

stage, the reviewer role (domain specialist) verifies the inserted content as well as its annotations.

The reviewer may update the inserted content and mark the row as "Verified with update” state.

In contrast, if there is no content update, the row will be marked as "Verified" state. In the approval

stage, the expert role approves the inserted content. In some cases, the expert may ask for

amendments and return the content to domain specialist to do the needful.

Arabic
Corpus of
Occupations

Start

+ "Verified with update”
« "Verified"

Data Entry / Tagger

* Name + Tagging (Job, Medicine, Work
» Description process, Scope)
+ Skills + Extra Info (synonyms, context)
Fill in ) Link the Tag the
{ Occupation 1% Occupation |l~ Occupation

Information | with Category words

Update Status ||

Domain Specialist
No |
Verify Tagging ) Verify

of Occupation < { Information of
Occupation

Update | Yes .
Information / <} <_Need Change >~ |
Tagging g

Expert

End

r~) Final Review ‘ I~/ Final Approval T @

Figure 11. ACO tagging process

The set of tagging words were assigned based on Arabic grammar books and verified by an

Arabic linguistic specialist. In this paper, Arabic classifications (Job name, Job process, or Job

scope) were used in the tagging process. As well as, the synonyms are added to the name of the
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job itself, as well as the context in which the name of the job or the nature of the work may come.

Table 7 shows the example of job and its associated tags.

Job Name Synonyms Context Tag set
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Al Qlall 8l e Aoaad) il DU (U0 pnsl) (5 S 5 s g padl) gAY
alall Capdall 44 oL

ale s e canha o pEa el e GalaiU dalal) e jall YA ek 55
Jal e alall (o jlaadl iy eVl 038 Aallaa 5 &y penll cilial) 481

iyl Gany 23l o= iad ) YAl 45 Ul Aylal) dalladl)

L sl spnadl) (=i (A A jall YA Jysai s el

comainall L) s il Ak @l ity A

(Sl A1) Anllaall dpm yal) VL) dnglia

ale L jlas B ) 3yl g dalall A ) VY Al o
LQomd) Gla adll o) ) 5 ¢l sall

VA i o A sV e il 5 4y ydddl

ddas Llie 5 clgindia s Lgd Aallaall Adad pung

dal sall a2 (A 5l g yall e Aalladl)

0 53 el e dadladll Aad ~ a3 Bac L)

o Aalay Al OV Jysa s i

Onainall ) s AN cdlalal 5 el i)

(=l

Table 7. Example of job annotation

3.9. Preliminary Processing

In order to have an error-free corpus, we investigated the content of ACO corpus to verify
and cleans a number of issues related to Arabic spelling and orthography. Lists of unique words
were generated by executing a customized script that helps us to assess the data. We noticed some
noisy data that required a fix. For example, the preposition “on” that misspelled as (=) instead

of (=) and the letter of joining words "wow" that misspelled as one-word (%) instead of (& ).

3.10. Corpus Assessment

As mentioned in the planning section, the building of the modern corpus was relied on
various factors such as sampling and representativeness, machine-readable form, finite size, and
status as a standard reference. Most of the factors were achieved by the ACO corpus except the
last point that is not yet a standard reference. A variety of arguments make ACO corpus
representative of modern Arabic language. For example, it covers a diverse range of occupations

and written by many authors.
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We have begun evaluating the data collected after the pre-processing stage in order to obtain
high-quality data in a machine-readable format. After that, the assessment process is started by
calculating the corpus' statistics in order to figure out the corpus properties in terms of time, amount
of data, etc. as detailed in Table 8. Finally, we measured the density of words and sentences that
give a detailed view of the data. Table 9 gives an indication of n-gram distribution in the corpus.

Basic Word Count Statistics
Words 131524
Characters [including spaces) QT T938
Characters (without spaces) 246307
Extra Word Count Statistics
Syllables 131686
Sentences 4451
Unigue Words 13076
Average Word Length (char] 6.4
Average Sentence Length (word) 29.5
Monosyllabic Words (1 syllable) 131420
Polysyllabic Words (23 syllables) 40

Syllables per word

Paragraphs

Length Statistics

|

Short Words (<=3 characters) 11325

Long Words (>=7 characters) £1345
Reading Time

Estimated Reading Time 558 min

Estimated Reading Time 1053 min.

Table 8. Statistics of ACO content

38



Top Keyword Density (1 Word)

1. .3 2570 (2%)
2. palaig 2239 (1.7%)
3. Ldoay 1917 (1.5%)
4. Aznally 1801 ¢1.42g)
5. Jlucly 1796 (1.4%)
6. dalll 1703 (1.2 %)
7.ooalel] 1568 (1.2%)
8 alac 1378 (1%)
9. Colajlieaa 1215 (0.9%)
10, uglEsl 1128 (0.9%)

Top Keyword Density (2 Word)

1. Amaally Al

1546 (1.2%)

2 slelyz] palaSg 1240 (o.9%;)
3. dadlll calailiics 1119 (0.9%)
4. Salailiaes [raliy 1116 (0.8%)
5. cpalig walelz) 1109 (0.8%)
6. d.all pylEsi. 916 1. 7%)
7. dlna (8 753 (0.6%)
8. algsall Al 631 (0.5%)
9. A olall asie 629 (0.5%)

10. 4 & geal

623 (0.5%)

Top Keyword Density (2 Word)

1. ‘:\.,-J‘_..J-.m—\.ll ;h-:-_'u'-.'-...—.-e Cps 1.-'_:\

1110 (0.8%)

- w |- = f- -
L wleiliacs fpaliy alelm]

1108 (0.8%)

N T =
palig alel o) glala
e s el st

1084 (0.8%)

) '_i_a_,-.uz.'j Aada]l s ;-ed'..,'-._'.,..—u-e

1067 (0.8%)

L s | | R

&l gFeall AmBlanll rasbg

629 (0.5%,)

6. 4l dlgieall 4ol 620 (0.5%)
7. paing 4l &l gsal 619 (0.5%,)
8. AsMaall fasbg ladnae 606 (0.5%)
= E._.;;'-A.J-L.'-:'-_t..-.u_j-. 543 j0.4%)

10. ;L_._A-_,-.;a_" L 3_:1_'-..:-_:;_" ‘-5:.}}_'-_5

540 0.4%)

Table 9. N-gram distributions

3.11. Results and Discussion

As stated in the first section of this chapter, the motivation for this work is the lack of free
resources as Arabic research is becoming increasingly important. Indeed, very few tagged corpora
are available for free, which induced us to build this corpus serving this paper and make it available
free for the public. The ACO corpus has been compiled from various sources and tagged manually
using set of tags, as well as jobs synonyms and their context are added, which considered the basic
step in the linguistic analysis. Later, this corpus is used as a base to build our QA system in order

to conduct testing and evaluation experiments. Moreover, our QA system (employing passage
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retrieval module) can be utilized as a recommender system by matching users' resumes with the

most appropriate occupations.

As pointed out earlier in the ACO tagging process, Arabic grammar books and Arabic
linguistic specialist were utilized to verify the tagged information and obtain reliable data. The
Cohen's Kappa coefficient method was used to measure the reliability of the tagged information,
which computes the degree of agreement level between two taggers (annotators) (Takala et al.
2014).

_ Pr(a) — Pr(e)
~ 1-"Pr(e)
Where Pr(a) is the relative agreement among taggers (identical) and Pr(e) is the probability

of random chance agreement (each observer randomly).

Table 10 presents the results of data analysis for 2,865 words tagged and assessed by two
different groups of taggers. The table highlights the number of agreement and disagreement

between them.

Group (B)
TRUE FALSE
TRUE 1806 39
Group (A)
FALSE 53 917

Table 10. Agreement & disagreement matrix

Table 11 shows the calculation procedure to obtain the K value of the tagged content in the
ACO corpus.

Variable Formula Result Percentage

Pr(a) (TT+FF)/(TT+FF+TF+FT) 0.9673 97%

P(True) [(TT+TF)/(TT+FF+TF+FT)]*[(TT 0.4361 44%
+FT)/(TT+FF+TF + FT)]

P(False) [(FF+FT)/(TT+FF+TF+FT)]*[(FF 0.2242 22%
+TF)/(TT + FF + TF + FT)]

Pr(e) P(True) + P(False) 0.6603 66%

K (Pr(a) —Pr(e)) / (1 —Pr(e)) 0.9037 90%

Table 11. ACO Kappa formula results
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Based on the above figures for the Kappa formula results, the obtained outcome was 90%.
According to Table 12, the reliability of the ACO corpus is almost perfect agreement (Takala et al.
2014). Therefore, the content of the corpus is highly confidence and reliable according to the result

achieved and the interpretation of the table below.

Value of Kappa Level of % of Reliable
Agreement Data

0-0.20 None 0-4%
0.21-0.39 Minimal 4-15%
0.40 - 0.59 Weak 15 - 35%
0.60-0.79 Moderate 35 -63%
0.80 — 0.90 Strong 64 — 81%
Above 0.90 Almost Perfect 82 —100%

Table 12. Interpretation of Kappa value

3.12. Chapter Summary

In this chapter, we have highlighted the importance of the linguistic resource to the IR
systems and the aim that attracted us to build the ACO corpus. Besides, we have detailed the
methodology cycle which compose of 4 stages, namely: (i) define the content properties and
sources; (ii) design the corpus structure; (iii) perform data manipulation; (iv) perform a baseline

assessment.

ACO corpus has approximately a million words written in MSA format. The collected data
represent a diverse range of occupations as part of a funded project with grant number 37-K-138
supported by Princess Noura Bint Abdulrahman University, Riyadh, Kingdom of Saudi Arabia.
We present a corpus of 700 occupations which are analyzed carefully and manually annotated.
Moreover, we have produced an appropriate application to help us explore and tag (annotate) the

corpus content.

It is important to note that the creation of ACO is a cyclic process that requires continuous
evaluation during content compilation. We have used Cohen's Kappa coefficient method to
evaluate the reliability of the tagged content. The corpus content has been tagged and assessed by
two different groups of taggers. Moreover, the synonyms are added to the name of the job itself,

as well as the context in which the name of the job or the nature of the work may come.
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Accordingly, the inter-annotator agreement indicates that the reliability of ACO corpus is almost
perfect agreement. As well as, the content of the corpus is highly confidence and reliable according
to the result achieved by 90%.
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Chapter Four: Arabic Question Answering System

This chapter explains the reasons beyond the creation of our QA system. Also, it highlights
the methodology of building our system, as well as the process of training and testing the system.
Moreover, it illustrates the key components of our system and its tasks. Finally, it demonstrates
the evaluation process and the test formulas that will be used to measure the effectiveness and
performance of our system using different data set.

4.1. Motivation

As stated in Chapter 2, the most experiments of Arabic QA are still restricted to a simple
question (factoid questions). As well as, the development of these systems is still in the early stages
to handle a complex type of questions. Therefore, we require new methodologies or approaches
that utilize the NLP tools and resources available to develop a new system that may add positive
progress in this field. Recently, the efforts exerted in the Arabic NLP community have led to
develop many tools and resource. Therefore, this research is an opportunity to adopt and develop

a more advanced system.

QA systems are more sophisticated and complex than SEs as they look for a precise answer
to the query. The need for Arabic QA systems has become increasingly important because of the
growing volume of Arabic content on the web, as well as the demand for precise information as
well. The regular IR techniques cannot fulfill this need, which allows the user to retrieve only
documents and paragraphs that match a particular query. Therefore, the ability to obtain a concise

and accurate answer draws attention to QA systems.

4.2. System Aims

The main goal of our QA system is to handle and answer all types of questions beyond the
factoid questions. Achieving this goal will increase the popularity of QA systems among users,
mainly the users have used the web content and social media content. Henceforth, we will design
a new approach to develop an effective Arabic QA system with the ability to address some of the
following challenges: (i) improve the main modules of QA system, such as retrieving and ranking
passages considering the Arabic language characteristics; (ii) handle factoid and complex
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questions (How and Why) in Arabic language; (ii) extract the precise answer from available

resources; (iii) system evaluation based on gold standard data set.

According to previous research conducted in this field, we found that the most important
module in the QA architecture pipeline is the passage retrieval. Therefore, the focus on this
component will significantly improve the performance of QA systems, as well as guarantee the

provision of high-quality passages that belong to the question.

4.3. Methodology

The methodology of this research is based on the experiential-oriented approach which
consist of different stages. Figure 12 illustrates our QA system methodology cycle which consists
of (i) data preparation in order to have more meaningful and robust data; (ii) design the system
algorithms that handle all types of Arabic questions by integrating NLP tools with available
resources; (iii) develop the system and conduct the necessary experiments to monitor system
performance; (iv) evaluate the effectiveness of the system, especially complex questions such as
definition and why questions.

_—

System Data
Evaluation Preparation
System Algorithms
Development Design

—

Figure 12. Our proposed Arabic QA system methodology
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4.4. Data Perpetration

As part of preliminary processing, we performed some normalization tasks on ACO corpus
such as strip all the diacritics and replace some letters with others such as replace 1/1/)/ with !,

@ with <, and replace & with e.

Moreover, QA evaluation campaigns such as CLEF and TREC tracks provide a set of
questions with their answers as well as a list of documents to extract the right answer. In order to
cover the research's question related to QA system evaluation, we utilize the questions available
from different versions of TREC and CLEF to assess the performance of our system. Using these
two data sets (Gold Standard) in our experiments helps us to compare our system performance
with the baseline system performance. These sets are produced in a variety of languages except
Arabic. Therefore, there is a need to translate the content of these sets into Arabic language, so we
have manually translated the TREC and CLEF questions and their answers are listed in English to

Arabic language.

The total number of translated questions was 800 for CLEF set and 1,500 for TREC set,
which were classified in different question's types and domains such as history, politics, sports,
etc. Table 13 and Table 14 present the types of questions and the number of questions in each type.
As illustrated in both sets, the majority of questions belong to the type of Factoid, which the
expected answer is NE. In contrast, the percentage of complex questions is much lower than the
Factoid, which are more important for QA systems evaluation.

Q Type Count Q Type Count

Factoid 498 Factoid 830
Complex 187 Complex 330
Other 115 Other 340
Total 800 Total 1500
Table 13. CLEF Set Table 14. TREC Set

4.5. System Architecture

Actually, there is a lot of Arabic QA system outlined in the literature review (Chapter 2).
These systems are built based on different techniques and architectures, and it is difficult to adapt

all variations in a single architecture. Since most of QA systems have a variety of common features,
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it enabled us to use these features in our system design as well as utilize the advantages of NLP
tasks. This thesis is part of ongoing research in the field of Arabic QA. Figure 13 illustrates the
main components of our QA system and the manners in which they interact. The pipeline structure
composed of three major components, namely: Question Analysis, Passage Retrieval and Answer
Extraction. While each component consists of several modules with a distinct function.

User Interface Question Analysis

Tokenizer

Stemmer

Question —741 .

— > Handler I ——

Keywords Passage Retrieval

User Class . »  Passage .
% HD > > Retrieval

y

—_—

— AEEE ACO Corpus

ol > Detector

Passage

Answer Extraction

Answer View ~d Answer <
-

similarity
) Checker

2

Answers Ranker

Figure 13. Generic system architecture

The aim of our system is to analyze a wide range of question's types, and accordingly identify
relevant passages and extract the correct answer from them. The proposed system is a web-based
Arabic QA system built from scratch for occupation domain. The question is handled in natural

language and extracts the relevant answer from ACO corpus.
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Question analysis is the initial stage of any QA system, the component's performance
significantly effects on the modules that follow (passage retrieval and answer extraction). In order
to get better performance, all semantic features available in the questions should be extracted.
Therefore, this component receives the question in natural language as input and performs the
morphology (the study of word forms) and syntax (the study of sentence structure) analysis in
order to determine syntactical and semantical features. Moreover, it uses some linguistic tasks such
as tokenizer, stop-word removal, and stemmer which help to predict and determine the answer

type. Accordingly, a passage retrieval query is formulated and forwarded to the next component.

Typically, passage retrieval is a standard component that identifies the relevant passages
which are most likely to contain an answer based on the terms of received query. This component
returns a list of ranked passages which are forwarded to the answer extraction component for

further analysis.

Finally, answer extraction receives the answer type and the list of ranked passages in order
to extract the answer using a set of features. This component extracts the candidate's answers and

chooses the most probably phrase to be the correct answers.

4.5.1. Question Analysis

This component receives a user question in natural language as input for careful analysis to
understand the purpose of the question before sending its information to the IR component. The
user's question should be normalized to transform text to harmonic format by performing such
steps as removing punctuation marks, removing non-letters, removing diacritics, and removing
white-space. The components consist of five modules, namely: (i) Tokenizer, which segment the
question into separate words called token; (ii) Stemmer, which removes the suffixes to compare
the stemmed keywords with answer later; (iii) Keywords Extractor, which splits the question into
an important words after excluding interrogative nouns, conjunctions, prepositions, and stop-
words; (iv) Class Extractor, which identifies the question’s class and accordingly the type of
expected answer which can be NEs as shown in Table 15; (v) Extra Keywords, which specifies
exactly what the question is looking for (such as NEs) and the synonyms of keywords. Figure 14

presents the high-level design algorithm for this component.
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Interrogative Particles Question Scope

9

Type

= When Factoid Time

& Where Factoid Location

o Who Definitional NE (Person)

L What Definitional = Object

e What Definitional Object

&l Whose Factoid NE (Animate)

<! Whose Factoid NE (Person)

2  How much/many  Factoid Quantity

—aS How Method Process to do something

A Why Purpose Reason for doing something
L — S3 List List List of steps

Ja  Did Yes/ No Yes or No

Table 15. Expected answer type identification

Input - User Question in Natural Language

Output - List of words, Stemmed words, Keywords, Answer type, Focus detector
tokenlist = tokenizer (userQuestion)

tokenlWithoutStopliordsList = tokenlist.stopllordsRemover ()

interrogativeloun = tokenlist.interrogativeNoun ()

if(interrogativeloun == " 4I")
Then {answerExpectedType = Location}

else if(interrogativeloun == """ || interrogativelloun == " &")
Then {answerExpectedType = Person}

else if(interrogativelloun == "si")
Then {answerExpectedType = Time}

else if(interrogativeloun == "k" || interrogativeloun == "lw")
Then {answerExpectedType = Object}

else if(interrogativeloun == "<")
Then {answerExpectedType = Quantity]}

else if(interrogativeloun == "&s<")
Then {answerExpectedType = Process}

else if(interrogativeloun == "lsl")
Then {answerExpectedType = Reasonﬂ

else if(interrogativelloun == "sl" || interrogativeloun == " $I")
Then {answerExpectedType = List}

else if(interrogativeloun == " a")

Then {answerExpectedType = Yes/No}
else

Then {answerExpectedType = Null}
questionKeywords = tokenlist.questionKeywords()

stemmedQuestionKeywords = stemmer{questionKeywords)

extraKeywords = focusDetector.Generator{questionKeywords)

Figure 14. Question analysis algorithm
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Table 16 illustrates the output of the question analysis component for the example of question
" o il ) dxala] s 58" (When was The British University in Dubai established?).

Task Output

Tokenizer $ - o — (o8 — Ayl pall — daaladl — Cananli— e
Stop word removal (o — Ay yall — daalall — Cals
Stemmer = — Qe — el — (s
Keywords extractor Gl
Class extractor e
Expected answer type Time
Extra keywords b — G — Ll - Ll

et — dnas — Aaie — A
Table 16. Question analysis output

4.5.2. Passage Retrieval

This component receives a list of question’s terms as an input to retrieve the relevant
passages from the corpus. The purpose of this component is not to extract the answers, but to

identify the most relevant passages that may contain the question’s answer.

The statistical approach is used to retrieve and rank the relevant passages. The keyword-
based approach is utilized to retrieve the passages by calculating the degree of similarity between
each passage and the question's terms (Keyword in actual and stem forms, as well as Extra
Keywords). While, the Cosine Method is utilized to rank the retrieved passages, as well as Distance
Density (N-gram) approach between keywords and retrieved passages. Accordingly, the top-

ranked passages are picked as a candidate passage.

Indeed, the effectiveness of this component play a key role in the overall performance of QA
system. If it fails to return the relevant passages that contains an answer, the next component will
also inevitably fail to determine the correct answer. Figure 15 presents the high-level design

algorithm for this component.
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Input - Question type, List of stemmed question keywords, Extra keywords
Output - List of potential passages
n=0 // Number of retrieved passages

while not endOfCorpus

¢ potentialfnswer [n] = locateMatchingSentence (questionkeywordsrds,
stemmedQuestionKeywords, extraKeywords)
n++
}
i=20 // Counter for potentiallnswer list

while end of potentialAnswer

{
passageCosineRank = potentialAnswer[i].CosineRank ()
PassageDistanceDensityRank = potentialAnswer[i].DensityRank ()
passageRanklist.Add (potentialAnswer[i], passageCosineRank + PassageDistanceDensityRank)
i++
}

passageRanklList.sortDescending()

Figure 15. Passage retrieval algorithm

Table 17 illustrates the inputs required for the passage retrieval component, and the retrieved

passages are ranked based on the best matches for the example of question
oﬁ\zwﬂwum‘uyﬁ‘}&w

Inputs P

Stemmer Gl - land - Llae — acadic — b

Keywords el 5 el

extractor

Class extractor e

Expected NE (Person)

answer type

Extra sl - allae — ukaa

keywords 40— oaliaidl
Retrieved Passages

Passage 1

Al 2 s A oam pall ey ) 5 el (5 oSA Gl el Al o g pis aliaial
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Passage 2

Passage 3

(lia gadl) il Jla 5 36 85 e DU dpaiiill g ddiall ) gaall 5 dgall and g«
3 e U Aadlall Slel ) aaady @ dlall i g Apia all Alall (e
b landl) ulas ol ja) Leadli andis daadlall Cle) 2! daglia s 33U dle ) el
A8l g 5 a4 sedll g pY) Al ja rabiali) qe (0 5IIL Gl ) s 55 ililas o) sl
A U ilaDlall dant g ¢ gan pall Al Gy da U GISLEN auia g 9 ¢y pall LS 53 0 33U
Jisais (laddii dajlia g edi pual 5 (a pall aal) Caglilll lalad dlae) s dlellaninl 448
Giisis i 5 AY) Glalain¥) e dpds AN ) zUas ) Ayl YA (any
ol el e (8 3a5all ulaas dadail Ly shaiy dajlie iy pall diadlall 5 dpm jall il
Ol Al

CailS o) g 4 geall dae YU Aalaid) A yall VAL Al 50 B ged e ol malaidl
il g ¢ pall 6 5l Lol 5 8N (5 p—ual) S o) jal s A e o A0
L seall Lo VL daadiall llaa gadl) 5 4y il y Lol Sl ) saall 5 4y el Cila sl
e Gl 5 ¢ N 5 i sl el Qi g 36l 5 oy gel) e g¥) Japlads Jia
A yall Al (apd &1 4 sedll Ao V) ds) a alagidl) g pall Gl el b alaaidy)
dady Glaial) ) all Masly Ja') @l i) 5 (ladin daglia s e DU Ale 15 2 Dlall Adad slac)
daajdalae led Lo dalidl ddle Sl dis s Gladlall Jlaniul 488 a5 g e )
Lo ¥ Al a ralaii) g LSV el e sa 5 LeiliaS 5 laSlall aaais ey sall
(el dad Aaslia g (b s ) il L & el Ao BV a8 Cliles ¢ ya) die 4 gedl
A8 Y Apan 5 o dal e AN 5l daiie dle ) (alla® Al VA Jysad il ap
(crAY Ll 1 4 el e YL Aalaiall ) LEEwY) i g caaliaial) (raa
Aaglie | ay yall A Blall 5 A jall i) (5555 Bada 5 @ Dlall Aol ld (50 a5 dnslia

Agsadll e V1 Jlae 8 53 sall yulea g dalail gk

O g otial) A e 2SE 5 g piall Ay yall 5 AgIAN B ) 24T an (8 alaidl

AU el S el a1 (a0 sla e SUI L joie adll (st g edganadl g 4 ladl (al )
(6 S—al) Jie A hall il pa¥) il gd o jal g cadll B a5 558 sy cla e 5 SN
ol g tiall (5l (sl ¢l ja) s g iiall dpal all Glolead) 38555 cdarall
g iall A0l Java 5 Jghall 5 05l 30550 m An 2y (i s a2 Jain (g Ay gl ledlal)
Daeas el n Gilaae Spgead ol gyl Liealy waiadll 5 g i) Calli g aally gl
oLl 8 g piiall dpnal) Aad) 481 ya g caall s e ol EY) 5 ol L Sl 55 Cilasa
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eﬂ\ﬁwu&}ceﬂ\ﬁ\hju\f_ c&M\RM\J}AJ%M}‘M\
d..-aﬂua\)a‘ﬂ\unuj&; ):3,)53} cg)gisihj\ua;ﬂ;\.a‘}m‘ Q\_uz]\ JA‘} "sa;)l\g_é.
pan all Al 3l 5 A glas) el s di pall il 5 Lo 3O e aall il s

L)A L"\\J& et nmu <l :Ua ;\_m\‘),j LG_:\:\;LA AL\G_SJ‘ ‘.—.5_.\“ e.ﬂ\ ELI\JAJ &JMS\} GJ_A.&LSI\ e.ﬂ‘ k-ﬁ)\:i“_j

aall Gy yall il a9 ¢y yall aall elae ] J saa) Cininy adll G ya g caall Cilas
(el Bas 55 o yall e e 335 caal jall 5 GaaalaiaY) eV ae Gaaiilly apal)
Gisis all s Clel ) 35 Gy yall ) pal) J85 el & Cilielcan Egan A8) e g
8 3asall julaas daail ki daslie aal) GBI} il ja) 355 cadl) slas) Clel jal

2 8 Jlas

Passage 4 A Salll 2381 5wl al el ileial) iyl VAN Al 3wl gl el el

cadal o o gl e AN Byl (g oKl g (gl e V) g A a ) g AN 5 50 W) 34
b e e O A gaad) laDlad) 3T g ¢ oan pally Adlaiall AL ) dall o jEl Al ja g

iy OlalS 5 el Uy gy s Luand (g jall (and s e g Jazall (il s 5]
g sbaSs 03 G AT A el la saill apaaty aall 4ilesll 5 4 i) cla gadl
de 5A 24l caal) e g jall s dun gl gl la gadll daaig caall 4 jeaal) ila gadll aaai
L35l 5 A sl (958 5 dpe el il sandl) dpaai g (g pamall Gl e (S ol g ladl)
slac) s saalll Sleall s adll sy ol aall (al yal (e A yall Alladl Gand 55 e SO
Zo & s s (gAY Al Cilaluaidy] g ey el 5 bl (33 ) ae zOlad) ddad
Oe Al colalas ) plaas il VLAl doats cg sl sl sl al )
oz Sladl Aleld ani g iy yall daall Allall il skl A1 ya 5 Arglia 5 AY) Claliaiay)
8825l laa s Aalail kg Aajlia (o pall A Slall 5 Ay yall UL (35555 Jadn

2 el Jlaa

Table 17. Question retrieval output

Besides, due to the identification of candidates for posted jobs is a time-consuming task for
companies, as well as inappropriateness of traditional information retrieval techniques like the
Boolean search methods. We can utilize this component as a recommender system by matching
the resume skills with ACO job description in order to retrieve the most relevant jobs for posted

resume.
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45.3. Answer Extraction

This component receives relevant passages as an input to extract the most relevant answer,

considering inputs from the Question Analysis component. The component performs its tasks

differently based on the answer type that received from the Question Analysis component. It

performs a complete parse of each received passages and identifies the candidate's answer by

comparing it with the answer type. The components consist of three modules, namely: (i) Answer

Stemmer, which fetches the root keywords in the retrieved passages; (ii) Similarity Checker, which

facilitates the verification of keywords similarity between the question and the potential answers

by measuring the number of matching keywords of the retrieved passages and the question; (iii)

Answers Ranker, which sorts answers based on their score of similarity. Error! Reference source n

ot found. presents the implemented algorithm of this component.

Input List of potential passages, Stemmed question keywords

n 0 // No. of potential answers

While number (List of potential passages)
{

stemmedAnswerKeywords = stemmer (potentialAnswer([n])

potentialAnswer[n].similarity = similarity
sortDescending (potentialAnswer([n])
n++

Cutput - List of extracted answers ranked in descending order of similarity

similarity = noOfSimilarWords (stemmedQuestionKeyworda, stemmedAnswerkeywords)

Figure 16. Answer extraction algorithm

Table 18 illustrates the inputs required for the answer extraction component, and the retrieved

list of expected answer for the example of question

VM\EMQ&@M\@\}AUA

Inputs Parameters
Stemmer Clijland Llee — acadio il
P1, P2, P3, P4

Ranked passages

Expected answer type
Output Parameters

Potential answer

ranked (Ada g anl) cl 2o

abail)

A

NE
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Table 18. Potential answer

Based on the answer type that was received from the Question Analysis component, answer
processing will be performed accordingly. For instance, using NER with patterns is a successful
approach to choose the answers for factoid and definitional questions. Whereas, the complex

questions (why/how) require a semantic parsing to extract answers.

The potential answers of why questions have common phrases that are considered as unit
connectors, such as: (i) connecter words for result relation (gt - 13 Aagis - <A dagis - 1) (ii)
connecter words for justification relation (¥ - caws - ¢ld Qil=3). In view of the above, the example

of the questions below and Table 19 illustrate how to deal with this kind of question.
¢ Gaanl) c& 1Y) ) Jgea ol ey e
¢ 3830 5 el Jolaie (i3 Alla 8 Caaay 13e

Inputs Parameters

Ranked passages dS 4 ()5S dalaia il BIA Ga Gaandl ela i) (e Al ) J g sl) iy
Jshall (8 AV Lagia JS (s sl s alisha ) US55 (e

Unit 1 of passage Grandl d& LY e Al ) J g 5l Sl
Relation type Result relation
Unit 2 of passage DAY Legia IS (sl s Cplisha 55 IS5 Gagd JS 4 (155 cJalatie L JIA e
Jshll

Table 19. Why question example

According to the similarity checker function, the first question matches with the first unit,
which means that the answer is the second unit. Also, the second question is matched with the

second unit, which means that the answer is the first unit.

4.6. Implementation

The system is a web-based Arabic QA system built from scratch using Asp.Net and C#
within a DotNet framework version 4.6. It has a simple interface where the user can post a question
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in the Arabic language. The user's question must begin with an interrogative noun. Otherwise, it

is considered not a question and gives an error message.

Figure 17 shows the home page of the system. It is noted that the user must choose one corpus
from the list of corpora to be used as a data source. The purpose of using more than one corpus is
to evaluate the system performance based on Gold Standard dataset.

ARABIC QUESTION ANSWERING SYSTEM

A al) ALY e 3 )1 oS

Skl jaas gl Sl jia.
CLEF
TREC
ACO |
Ol Jaa A }“J].
(STE
il

Figure 17. Our Arabic QA system

4.7. Evaluation Results

Evaluation is one of the most important pillars in this field, which assesses the performance
of QA systems, as well as benchmarks to demonstrate how far the development has been achieved
in this field. Thus, the experimental results of our participation in the IR field are evaluated. The
evaluation process is carried out through a typical mechanism of four stages as shown in Figure 18.
The first two stages, the Training and Dry-run are executed to adapt our system and make any
necessary adjustments. While the last two stages, the Actual Running and Benchmarking are
performed to figure out the system's outcomes based on gold-standard data and compare them with

other well-established Arabic QA systems in order to obtain the ranking.
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Actual

Training Benchmarking

Running

Figure 18. QA Evaluation process

4.7.1. Performance Measures

Generally, there is a range of tests required to calculate the effectiveness of the QA system.
This part aims to present the measurement formulas that will be used to assess the efficiency of
our system. Table 20 displays the formulas and their descriptions along with equations (Ray &
Shaalan 2016).

Formula Description Equation
Precision (P) = Represents the percentage of retrieved _ Number of relevant documents
documents related to the query - Retrieved documents
Recall (R) Represents the percentage of related R = Number of relevant documents
documents retrieved - Relevant documents
F - Measure  Represents the percentage of F = 2PR
(F) combination for precision and recall P+R

Table 20. QA measurement formulas

4.7.2. Results and Discussion

This part depicts the results of our system experiments that were conducted to measure the
system performance in the context of QA. The evaluation methods are applied to factoid and
complex questions based on the CLEF and TREC tracks (Open-domain corpus), as well as ACO
(Close-domain corpus). The data sets are divided into training and testing sets in order to train our

QA modules and then apply these modules to the test set.

We selected a set of 100 CLEF's questions and 100 TREC's questions that translated into
Arabic language, as well as define 30 questions for ACO in order to evaluate the system
performance. Table 21 details the results obtained for different data sets. It provides information
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about the number of questions in each data set along with the calculated percentage of Recall,

Precision and F-Measure.

Dataset # Question # Retrieved # Answered Precision Recall F-Measure
CLEF Evaluation (Factoid) 50 46 21 46% 92% 61%
CLEF Evaluation (Complex) 50 44 11 25% 88% 39%
TREC Evaluation (Factoid) 50 44 19 43% 88% 58%
TREC Evaluation (Complex) 50 41 9 22% 82% 35%
ACO Evaluation (Factoid) 20 18 10 56% 90% 69%
ACO Evaluation (Complex) 10 8 2 25% 80% 38%

Table 21. Detailed experiments results

Obviously, the obtained performance of our system showed that the highest scores were in
the Factoid questions. While the complex questions have low scores, because this type of questions
looking at descriptive answers that require more advanced techniques. As illustrated in Table 22,

the system performance shows an average precision of 36%, by answering 72 questions out of 230

questions.
Type Percentage
Precision 36%
Recall 87%
F-Measure 51%

Table 22.Average evaluation results

4.8. Chapter Summary

In this chapter, we have highlighted the motivation and aim that attracted us to build our QA
system. Besides, we have detailed the methodology cycle which compose of 4 stages, namely: (i)
data preparation; (ii) design the system algorithm; (iii) develop the system and conduct the
necessary experiments; (iv) evaluate the effectiveness of the system. Moreover, we have explained
our system structure which composed of three major components, namely: Question Analysis,
Passage Retrieval and Answer Extraction. While each component consists of several modules with
a distinct function. Moreover, we have produced an appropriate web application that help us select

a data source and ask the question in order to answer based on the selected data source.

Accordingly, we explained the conducted experiments on a set of 230 question from TREC,

CLEF, and ACO corpus. Obviously, the performance of our system showed that the highest scores
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were in the Factoid questions. While the complex questions have low scores, because this type of
questions looking at descriptive answers that require more advanced techniques. The system

performance shows an average precision of 36%, by answering 72 questions, as well as the Recall
was 78% and F-Measure was 51%.
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Chapter Five: Research Question Answers

According to previous chapters, the results obtained were positively answered the research

questions as follows:

Is it possible to build a QA system that can answer different types of Arabic questions
(Factoid and Complex)?

Chapter four explains our system structure which composed of three major components,
namely: Question Analysis, Passage Retrieval and Answer Extraction. While each
component consists of several modules with a distinct function. Moreover, this chapter
illustrates the web application that help us select a data source and ask the question (Factoid,

Complex) in order to answer based on the selected data source.

Is it possible to achieve acceptable performance even with different data source?
Chapter four explains the experiments conducted on a set of 230 question from TREC, CLEF,
and ACO corpus. The system performance shows an average precision of 36%, by answering

72 questions, as well as the Recall was 78% and F-Measure was 51%.
Is it possible to build an Arabic annotated corpus to be used as one of data source?

Chapter three produced the ACO corpus of one million words written MSA format. The

corpus contains 700 occupations which are analyzed carefully and manually annotated.
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Chapter Six: Conclusion and Future Work

This chapter presents a conclusion of what we have done in this thesis, as well as highlights

the future work

6.1. Conclusion

In this thesis, we highlighted the importance of the linguistic resource to the IR systems and
the aim that attracted us to build the ACO corpus. Also, we have produced an appropriate
application to help us explore and tag (annotate) the corpus content. The corpus contains 700
occupations which are analyzed carefully and manually annotated. Moreover, we used Cohen's
Kappa coefficient method to evaluate the reliability of the tagged content. The corpus content has
been tagged and assessed by two different groups of taggers. Moreover, the synonyms are added
to the name of the job itself, as well as the context in which the name of the job or the nature of
the work may come. Accordingly, the inter-annotator agreement indicates that the reliability of
ACO corpus is almost perfect agreement. As well as, the content of the corpus is highly confidence
and reliable according to the result achieved by 90%.

Besides, we explained the structure of our QA system which composed of three major
components, namely: Question Analysis, Passage Retrieval and Answer Extraction. While each
component consists of several modules with a distinct function. Also, we have produced an
appropriate web application that help us select a data source and ask the question in order to answer
based on the selected data source. Accordingly, we conducted experiments on a set of 230 question
from TREC, CLEF, and ACO corpus. The system performance shows an average precision of

36%, by answering 72 questions, as well as the Recall was 78% and F-Measure was 51%.

6.2. Future Prospects

Over the past ten years, linguistic research has been reliant on text corpora to represent the
Arabic language. Currently, the available reliable Arabic corpora were not sufficient for IR
research. There is a lot of future work to improve the ACO, such as adapting the mining data
approach by launching an information extraction tool, as well as improving the PoS-tag

performance by incorporating more features.
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Besides, our Arabic QA system has shown promising performance, we plan in the future to
improve the question classifier using patterns, as well as enhance the answer extraction of the

complex question and answer validation using web.
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