
Data Analytics: Adaptive Network-based Fuzzy Inference 
System for prediction of computer science graduates’ 

employability

 ماظن مادختساب بوساحلا مولع يجیرخ فیظوت،لبقتسمب ؤبنتلا:تانایبلا لیلحت
يبابضلا للادتسلاا

by

SAADA KHADRAGY

A thesis submitted in fulfilment 

of the requirements for the degree of  

DOCTOR OF PHILOSOPHY IN COMPUTER SCIENCE

at

The British University in Dubai

April 2020



Data Analytics: Adaptive Network-based Fuzzy Inference System for prediction of 

computer science graduates’ employability

يبابضلا للادتسلاا مادختساب بوساحلا مولع يجیرخ فیظوت لبقتسمب ؤبنتلا،تانایبلا لیلحت

By Saada Khadragy

A thesis submitted to the Faculty of IT and Engineering in fulfilment of the requirements for 

the degree of

DOCTOR OF PHILOSOPHY in Computer Science

At the British University in Dubai

April 2020

Thesis Supervisor

Professor Sherief Abdallah

Approved for award:

____________________________ ________________________

Name Name

Designation Designation

____________________________ ________________________

Name Name

Designation Designation

Date: ____________



DECLARATION

I warrant that the content of this research is the direct result of my own work and that any use 
made in it of published or unpublished copyright material falls within the limits permitted by 
international copyright conventions.

I understand that a copy of my research will be deposited in the University Library for permanent 
retention.

I hereby agree that the material mentioned above for which I am author and copyright holder 
may be copied and distributed by The British University in Dubai for the purposes of research, 
private study or education and that The British University in Dubai may recover from purchasers 
the costs incurred in such copying and distribution, where appropriate. 

I understand that The British University in Dubai may make a digital copy available in the 
institutional repository.

I understand that I may apply to the University to retain the right to withhold or to restrict access 
to my thesis for a period which shall not normally exceed four calendar years from the 
congregation at which the degree is conferred, the length of the period to be specified in the 
application, together with the precise reasons for making that application.

Saada Khadragy



COPYRIGHT AND INFORMATION TO USERS

The author whose copyright is declared on the title page of the work has granted to the British 
University in Dubai the right to lend his/her research work to users of its library and to make 
partial or single copies for educational and research use.

The author has also granted permission to the University to keep or make a digital copy for 
similar use and for the purpose of preservation of the work digitally.

Multiple copying of this work for scholarly purposes may be granted by either the author, the 
Registrar or the Dean only.

Copying for financial gain shall only be allowed with the author’s express permission.

Any use of this work in whole or in part shall respect the moral rights of the author to be 
acknowledged and to reflect in good faith and without detriment the meaning of the content, and 
the original authorship.



Abstract

The increased amount of data generated in the world of today in all fields is considered to be an indicator 
for future predictions. In recent decades, in any field and as a result of developments in information 
technology, a huge amount of data has been provided from the educational field, by which students’ 
Employability Prediction has become a main concern for higher education institutions. 

The question of employability has become a critical consideration not only for graduates but for the 
educational institutions themselves. This research study compares a number of classifiers to determine 
the effective classifier that accurately and efficiently categorizes CS and IT graduates into employed, 
unemployed, or other, and predict the future employability of CS and IT students in Jordan. 

For this purpose, an Adaptive Network Fuzzy Inference System (ANFIS) is applied in this research study. 
The data of 1095 CS and IT graduates was obtained from three universities in Jordan. This data was
collected through a set of tracer studies that were carried out by these universities. ANFIS, Decision 
Tree, SVM, MLP, and Naïve Bayes classifiers were applied in order to find the classifier with the highest
accuracy and efficiency. The final outcomes showed that ANFIS has the highest accuracy, with a 
percentage of 94% accuracy for its predictions.

A set of recommendations is presented by the researcher according to the most effective factors that 
influence the CS and IT employment market in the Middle East. The researcher suggests for the 
ministries of higher education to focus on developing the CS and IT students’ programming skills and 
communication skills, which emerged as essential for increasing CS and IT students’ employment 
prospects. affecting the employment market for CS and IT. 

Key words: Data Mining, Employability, Neuro Fuzzy Approach, Adaptive Network based Fuzzy 

Inference System, Classification



 صخلم

 لضفأ دیدحت ىلإ ةیلاحلا ةساردلا تفدھ .میلعتلا لاجم اھنیب نم و ةایحلا تلااجم عیمج يف جتنی يذلا تانایبلا نم لئاھلا مكلل ًارظن

 ةینقتو بوساحلا ملع  صصخت يف تاعماجلا يجیرخ فیظوت يف ةرثؤملا لماوعلا نع فشكلل اھمادختسلإ تانایبلا بیقنت بیلاسأ

میلعتلا تاسسؤم قرؤت ةلكشملا هذھ تتاب ثیحطسولأا قرشلا يف تاصصختلا هذھ يجیرخ  فیظوت  لبقتسم نع ؤبنتلا و ،تامولعملا

 . نیجیرخلا ءلاؤھ نیب ةلاطبلا بسن عافترا ببسب كلذو ؛ ءاوس دح ىلع  مھسفنأ نیجیرخلاو ،جماربلا هذھ مدقت يتلا يلاعلا

  بوساحلا ملع يجیرخ نم ةنیع ىلع ھتقبط يذلا ، )ANFIS ( يبابضلا للادتسلاا ماظن ةثحابلا تمدختسا ةساردلا فدھ قیقحتلو

.تاعماجلا كلت اھب تماق يتلا ةیعبتتلا تاساردلا للاخ نم تلانایبلا عمج مت ثیح ،ةیندرأ تاعماج ثلاث نم )??M? ( تامولعملا ةینقتو

 ،رارقلا ةرجش ةینقت :لثم ؤبنتلا ضرغب  تانایبلا يف بیقنتلا يف مدختست ىرخأ قرط عبرأب  ةثحابلا اھتمدختسا يتلا  ةقیرطلا ةنراقمبو

 ةقدلا ةبسن تلصو ثیح ، ةقیرطلا هذھ يف ةقبطملا تاریغتملا ددع دایدزاب ؤبنتلاب ةقدلا ىوتسم دایدزا ةساردلا ترھظأ ، تاقبطلا ددعت

.%??  ىلا

 ةرازو يف ةیمیداكلأا جماربلا يروطمو دادعإ ىلع نیمئاقلا ىلإ تایصوتلا نم ةعومجم ةثحابلا تحرتقا ةساردلا هذھ جئاتن ىلع ءانبو

 يف ةقیقدلا تاراھملا ریوطت اھنأش نم تاقاسمب تامولعملا ةینقتو بوساحلاملع جمارب دفر : اھنم يلاعلا میلعتلاو ، میلعتلاو ةیبرتلا

. تایجمربلا

فینصتلا ،يبابضلا للادتسلااماظن ،فیظوتلا ىلع ةردقلا ،تانایبلا بیقنت :ةیساسلأا تارابعلا و تاملكلا
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1 Chapter 1. INTRODUCTION

The current research study provides a multi-faceted domain for statistical analysis and data analytics in 

order to define different attributes influencing the future of Computer Science, Information Technology 

graduates’ employability in the Middle East. The concept of Employment is known as a paid job 

contracted between an employer and employee and relates to an individual who is hired for a salary to 

achieve certain work for an employer (Curtis, 2015). Simply, the concept of employability is about being 

able to get and keep achieving particular work. In a more comprehensive way employability is the 

capacity to shift self-sufficiently into the work force market to recognize the ability through maintainable 

employment. In a personal view, employability is based on the knowledge, skills and viewpoints they 

have, the different way they apply those possessions and introduce them to employers, and the contexts 

within which they look for work, which is known as the personal status and the work force settings 

(Nauta et al., 2009). On the other hand, Employability is defined as having the ability to get a certain 

work as a type of employment, keep the same type of employment and attain new role if necessitated. 

Adding to the same point of view, employability for an individual focuses on how individuals can deploy 

their knowledge, skills, and attitudes in order to convince their employers (Vanhercke et al., 2014). 

Hence, the definition of employability is varied between individuals and institutional relationships with 

the labour market itself. As in a number of countries all over the world, the governmental sector 

concentrates more on the vocational skills than the soft skills (de Guzman and Choi, 2013). For all of the 

above, in this thesis the concept of employability is highlighted for Computer Science, Computer 

Information System, and Computer Engineering graduates and the most effective factors affecting their 

abilities and skills to get a job. On the other hand, many tools and techniques are used to analyse the 

educational data in order to reach profitable decisions in the educational sector (Osofisan, Adeyemo and 

Oluwasusi, 2014). One of the major tasks of data mining in education is to analyse students’ behaviours 

(Dawson and Dawson, 2019). Furthermore, recent years have witnessed a great rise in the application of 

electronic tools in the field of education. From nursery classes at the preschool stage to the postgraduate 

programs at the universities, electronic tools are being used extensively to support and enrich the quality 

of education. Although the implementation of computer networks is an integral characteristic of online 

learning, the face to face schools and universities are also using extensive network-connected electronic 
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tools such as mobile phones, tablets, and computers, which directly and indirectly affect graduates’ 

employability in all fields and majors. However, practitioners and academic administrators can gain from 

their colleagues in business and service industries a multifaceted system of methods and tools, usually 

indicating data mining which is being applied to analyse a huge dataset in decision-making. Scientists 

and researchers have begun paying attention to the use of data mining and data analytics to manage big 

data created by the educational sector. From the educational perspective, these tools are specifically 

defined as educational data mining (EDM) and learning analytics (LA). Generally, EDM seeks new 

patterns in big data and provides new algorithms and/or new models, while LA uses known predictive 

models in certain systems.    

From all of the above, the term of Employability is considered as a two-sided equation and many people 

should have several kinds of assistance to overcome the physical and mental obstacles for both the

learning and development scales. Moreover, Employability is not only about vocational and academic 

skills, but individuals should also have relevant and usable workforce information to assist them to take 

right decisions about the workforce alternatives available to them. They also need help to understand 

when such information may be important and to read that information and transfer it into intelligence 

(Schnell and Rodríguez, 2017). 

1.1 Problem statement:

Data analytics has been used in several areas because of its ability to rapidly analyse different amounts 

of data. More recently, researchers and higher educational institutions have also started to discover the 

potential of data analytics in analysing academic data. The main goal of such endeavors is to discover

the means to develop the services offered by these institutions and to improve their organization. 

At present most research studies focus on retention issues (Romero and Ventura, 2013), and studies that 

may improve student academic performance (Desmarais and Pelczer, 2010), from student academic 

performance, retention policies to develop graduation level and programs to improve graduates 

employability. The application of data analytics in graduate employability is to search for significant 

relationships such as patterns, association and changes among variables in databases. One of the main 
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goals of this research study is to predict graduates� employment after graduation from university and to 

compare a number of classifiers in order to select the ones with high accuracy. 

The research is intended to assist the higher educational organizations in preparing their graduates with 

sufficient skills to enter the job market. This study provides a graduate employability model that applies 

a classification task to consider the most important reasons for graduate employability specifically for 

CS graduates using the educational domain in Jordan. 

The educational field generates huge amounts of data annually; this data is considered by researchers 

and data analytics as an indicator for many things in the learning outputs, such as students’ failure or 

distinction in some courses (Mishra, Bansal and Singh, 2017). While it is a great challenge to use this 

data to improve both the educational process and students� future, the current research study would 

compare a group of classification data mining techniques; these techniques include a combination of 

neural network approach and fuzzy set approach, in order to discover the hidden information from the 

generated data. The discovered information may support decision-makers in the educational field and 

students’ parents alike. 

Historically, taking the right decision by educational stakeholders is a great risk in the educational 

process. From this idea, developers would use the generated data as an indicator for future decisions. 

While these decisions are directly and indirectly affecting students, their current academic performance 

would be the guidance for their future. The main objective of the current research study is to build a 

classification model by using neuro-fuzzy techniques on the graduates of CS and IT majors by labelling 

them into employed and unemployed categories based on the most effective factors and skills of the 

graduates. This model would be applied for newly registered CS and IT students and predict their 

employability future in the Jordan.  A set of recommendations will be provided to high educational 

institutions and universities in order to develop educational plans to enhance students’ skills required by 

CS, IT labour market. 

Moreover, there are many research studies in the educational field that explored the ways of 

implementing data mining techniques for different educational aims. A classification considered as a 

very familiar data mining task that has been used widely in educational field. There are many approaches 

that have been implemented to perform the job of classification, such as decision trees, neural networks, 
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naïve Bayesian, support vector machines, and fuzzy set. This study combined the neural network and 

fuzzy approach, a combination of both approaches called Neuro-fuzzy method. Artificial Neural 

networks are classified as one of the artificial intelligence techniques that imitates the human brain, in 

which different nodes connect together to create new data layers; the hidden layers produce the outputs 

known as node value. Fuzzy set approach can handle the problems relating to ambiguous, subjective and 

values’ estimation. 

Additionally, most of the research studies that study the employability of IT graduates came from 

Southeast Asia and Middle Eastern countries. One study investigates the importance of employability 

skills as perceived by employers from manufacturing industries. The results of the study indicated that 

employers give great importance to communication skills, problem solving skills, team work skills and 

personal qualities (Rasul et al., 2013).This means that there is a problem with employability in these 

countries as it will be highlighted in the literature review part. Therefore, we decided to choose a country 

from the Middle East and study the CS and IT market as well as select a data sample of graduates in IT 

specialization from this country. Unfortunately, the numbers of IT graduates in the UAE are relatively 

small. Due to that fact, we have chosen Jordan, which gave us the ability to get good data samples from 

several graduates’ tracer offices of different universities. Moreover, we managed to get statistical data 

from official sources, such as the Ministry of Digital Economy and Entrepreneurship and the Ministry of 

Labour in Jordan. The current study would compare a number of classifiers to predict graduates’ future 

employability in Jordan. Figure 1.1 shows the study problem and shapes the study problem framework. 

Creasey (2013) assured the existence of recent debate about students' employability. The current research 

study focuses on students of CS as educational input, who after acquiring a set of skills and knowledge 

will be educational output (fresh graduates). Then they will face different challenges to join the job

market and seek their employers’ and institutions’ satisfaction. This satisfaction needs to be fulfilled 

through a certain number of personal, academic, generic, and communication skills. In the current study 

and as shown in figure 1.1, the researcher divided the employment into soft skills and demographics. 

Hence, a number of classifiers are compared to determine the effective factors that affect the future of 

CS graduates’ employability.
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Figure 1. 1 Problem statement framework
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1.2 Significance of the study:

The employability of graduates has emerged as a major concern in recent years. In Jordan the demand for 

labor, especially for skilled and qualified employees, is expected to stay high and robust in the coming years.

Internationally, Tuma and Pratt (1982) stated that employability markets’ requirements has become one of 

the most critical issues in our societies. Regionally, the Ministry of Digital Economy & Entrepreneurship of 

Jordan (2019), mentioned employability as one of the top concerns of developing both the educational and 

economical systems. Jordan believes that successful reform of initiatives, which give skilful graduates to 

the labour market can highly reinforce the goal of the Fourth Industrial Revolution (Bagdasarian et al., 2019)

In this essence, a number of official research studies found an employment rate in Jordan of only 40% of 

total graduates in the IT field for the year of 2018. This is an indication of a significant gap between 

graduates’ numbers (supply) and employability (demand). To the best of our knowledge, the number of 

research studies concerned with employability of CS and IT graduates is growing steadily in international 

literature. While a set of research studies were conducted internationally in order to minimize the gap 

between Computer Science (CS) and Information Technology (IT) graduating students’ numbers and the 

ability of getting employed (Marchante et al., 2003), very few such studies are carried out in the Middle East 

region, especially in Jordan, which has encouraged recent research study to be conducted in the region. Most 

of the international studies in the field of employability focused on demographics and how gender affects 

the ability of getting hired (Kasler, Zysberg and Harel, 2017); few of them focused on the soft skills and 

how they affect employability of the graduates (Andrews and Higson, 2008), and very few emphasized the 

importance of written communication skills (Moore and Morton, 2017). Yet the number of such research 

studies is rare in the Middle East; examining the combination of all factors with a different cultural 

framework will make this research significant. 

The current research study serves in providing the national literature with a clear perspective about the 

needed skills for the labour market in CS and IT fields. Also, it reveals the existing number of factors 

affecting self-employment as an essential domain to provide a reasonable argument on why there is a gap 

between the demand and the supply in the field of employment (Branine and Avramenko, 2015).
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Additionally, the labour market is extremely competitive, with high demands for high quality and 

qualifications from new employees. Despite the theoretical emphasis that supports employability, none of 

the research studies mentioned that this theoretical base was able to articulate the relationship between 

educational curriculums, graduates’ skills, and labour market demand in Jordan. This research study serves

to recommend a list of the needed skills for computer science graduates to match the market’s requirements 

in Jordan. Adding to that, Brown, Hesketh and Williams (2013) advocated that graduates’ employment 

remains a national and international issue because of the vast numbers of graduating students in all fields 

that are produced every year from higher education institutions. 

As a response to all of the previous calls, the current study attempts to focus on the required skills for CS 

graduates to get hired in Jordan and it may be used as a source or a reference in the development of the 

educational curriculums. Additionally, this study may participate in providing a list of new fields of research 

such as the effect of cultures on such topics which will profoundly affect the future of employability through 

an analysis of the currently required skills. The findings will add to the body of knowledge, of how to further 

integrate the economic and educational fields by providing a classification model for CS graduates. All 

countries seek to the highest employability rates in all fields; which came as a serious demand to the 

researchers conducting studies that assess the educational stakeholders taking their decision towards the 

future of their students. 

According to Chen (2017) and self-determination theory, the efforts made to CS students by their families 

and the ministries of education are in a deep need to be developed towards the students’ future careers. When 

any person is unemployed, his/her family also will be affected, while the society as a whole misplaces its 

contribution to the economy with regard to the goods and services that are produced. Unemployed persons 

also lose their purchasing energy, which can lead to unemployment for other workers, producing a cascading

effect through the economy. 

On the other hand, in many places the economic fields are not generating enough vacancies for the growing 

number of graduates. As a result, there will be an uncertain future for the new generations of graduating 

students unless a plan is constructed to confront this issue (Gibson and Ifenthaler, 2016).  Therefore, higher 

educational institutions need to provide their students with the required knowledge and soft skills to tackle 
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the challenges of the labour market. All of this preparation would increase the graduates’ opportunities to 

obtain decent jobs which match their qualifications, education, and soft skills. 

Hence, the current research study uses several techniques with scientific approaches in order to reach a 

suitable predictive model, such as Data Mining (DM), Educational Data Mining (EDM), and a combination 

between Artificial Neural Network (ANN) and fuzzy logic, namely neuro-fuzzy. While extracting 

information from amounts of data is a simple definition of Data Mining (Sumathi, 2006), extracting 

information from the educational data is called Educational Data Mining (Asif et al., 2017). However, 

Artificial Intelligence has different types; these would be implemented to extend human thinking and the 

intelligence of machines (Negnevitsky, 2011). Deep neural network is one of the types that mimics the real 

human brain neurons (Neapolitan and Neapolitan, 2018).

In a nutshell, the study findings are likely to provide new insights that should develop and impact the CS 

graduates’ employability future. Moreover, the study results will provide a set of recommendations to higher 

educational institutions of the required skills for CS graduates which would develop curriculums. 

1.3 Conceptual framework:

The current study provides a conceptual framework for identifying what employers assume about the value 

of CS graduates with similar educational credentials in the workplace (their employability). As shown in 

figure 1.2, the conceptual framework of this research is designed in a graphical structure to best explain the 

natural progression of the study problem (employability) under discussion. It also illustrates the connection 

between the main concepts that are highlighted in this study and indicates how the research claim would be 

explained and discussed. Figure 1.2 demonstrates the conceptual framework of the study. Three main areas 

are addressed; the first area is the importance of employability. Past research studies on employability skills 

conducted nationally and internationally, showed that a lot of technical graduates lacked employability skills 

(Rasul et al., 2013), which made it important to conduct such a study specifically in the Arab region where 

it is rare to find a discussion about employability. Also, examining the required skills affecting the CS 

graduates’ employability is a critical topic for improving the economic side, where all countries and 

governments seek for the highest percentage of their graduates’ employment. The second area of the 

conceptual framework is the practice, which indicates the importance of data analytics in employability. 
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Graduate employability refers to university alumni who have the ability to get a job. Furthermore, 

employability shows that institutions and employers have developed the knowledge, skills, attributes, 

reflective competences and identity that graduates need in order to succeed in the workforce. 

Recently in universities, there have been two parallel roads guiding us to move from Point A to Point B, 

only there is a path between the two points. They would be more powerful and strategic if they were joined 

as a single road with two lanes. One of the two roads is that of data analytics and the other is that of student 

employability (Tomy and Pardede, 2019). Hence, data mining different steps are applied in this study in 

order to compare different classifiers and reach the set of needed skills for the CS graduates’ employability. 

However, the third area is the outcome of comparing the classifiers. The “No Free Lunch” theorem indicates 

that there is no one model that works best for every problem (Wolpert and Macready, 1997). The 

expectations of a suitable model for one topic may not work for another topic, so it is normal in machine 

learning to examine multiple classifiers and find one that works best for a particular problem.
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Figure 1. 2 Conceptual framework of the study
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1.4 Research aims and objectives:

The current research study provides a multi-faceted statistical analysis and data mining in order to consider 

different attributes affecting future employability in Jordan. Since data mining techniques have been used 

in different fields, they can rapidly analyse the massive datasets. The current research study aims to build a 

classification model for CS and IT graduates’ future employment by using data mining techniques. In this 

regard and based on the following statistical facts, this study aims for comparing a number of algorithms to 

reach a suitable range of accuracy and efficiency.  

1. A model is an efficient illustration of reality (Choi, Sun and Heng, 2004), and representations are 

made to discard redundant details and allow us to focus on the feature of reality that we want to 

understand.  These simplifications are reformed on hypotheses; these hypotheses may work in some 

situations, but may not work in others.  This indicates that a model that illuminates a certain situation 

well may fail in another situation. In both statistics and machine learning, researchers need to check 

their assumptions before depending on a model.

2. The “No Free Lunch” theorem (NFL) states that there is no one model that works best for every 

problem.  The hypothesis of a great model for one problem may not work for another problem, so it 

is normal in machine learning to try different models and discover what works best for a particular 

problem. This is especially true in supervised learning; validation or cross-validation is commonly 

used to help the predictive accuracies of multiple models of varying complexity to find the best 

model (Köppen, Wolpert and Macready, 2001). Depending on the problem, it is important to assess 

the trade-offs between speed, accuracy, and complexity of different models and algorithms to find a 

model that works best for that particular problem. Similarly, the current research study compares a 

number of classifiers to decide on the suitable model for predicting the CS and IT graduates’

employability.

3. Furthermore, the NFL theorem states that with all possible performance measures, no search 

algorithm is the best or better than another when its performance is averaged over all possible discrete 

functions. In 2005, Wolpert and Macready stated that any two optimization algorithms are equivalent 

when their performance is averaged across all possible problems. Also the 1997 theoremms of 

Wolpert and Macready are mathematically technical. Hence, the folkloric NFL theorem is an easily 
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illustrated and easily comprehended consequence of theorems that Wolpert and Macready actually 

prove. It is weaker than the proven theorems, and thus does not encapsulate them. Accordingly, in 

the current study, a number of data mining algorithms will be compared to classify CS and IT alumni

students in Jordan according to their employability status. More specifically, the major aims and 

objectives of the present research study are as follows:  

∑ The primary objective of this research study is to build a classification model by comparing neuro-

fuzzy techniques with a number of classifiers on the alumni graduates in both of CS and IT majors 

by labelling them into employed and unemployed categories. This model would be used for newly 

registered CS and IT students and predict their employability future in the Jordan.

∑ Moreover, it is challenging and important at the same time to come up with a new paradigm in 

research as the issue of employability rates and the graduates’ numbers has a limited set of research 

papers in the Middle East in general.  From this point of view, the current research study would be 

considered as a reference for this type of research studies in the Middle East.

∑ Building on the ideas stated above, collecting the required data from Jordanian universities  about 

graduates’ career journeys would be authenticated and trusted because it is collected from 

individuals not institutions (Witten, Frank and Hall, 2011). 

∑ It can be noticed in the majority of developing countries that the ministry of higher education in 

these countries struggles to achieve 100% employment rates from the graduating students (Md 

Razak et al., 2014). Also, graduating students struggle to join the most appropriate field which has 

vacancies for them according to their academic qualifications and soft skills (Stott, 2007). These 

two reasons came obvious to apply classification techniques to determine the relation between the 

outcomes of higher education institutions as a supply with the requirements needed for employment 

as a demand and to reach a suitable predictive model for the newly joining students in both CS and 

IT majors for their employment future. CS and IT are the two majors that will be emphasized in this 

research study. Also, a type of classification will be applied on the recent employees from alumni 

students of different Jordanian universities in the two fields, and then a neuro-fuzzy approach will 

be implemented to find out a suitable predictive model for students who are still on the seats of 

studying CS and IT. 

∑ Moreover the importance to understand the human needs to achieve the highest rate of self-

employment (Cairns et al., 2015) which is cited in many research studies as a basic factor of self-
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determination theory (Deci and Ryan, 2015). This came as an issue with an urgent need to be 

discussed in the research field because both self-employment and self-determination affect the 

internal social movement (Heller et al., 2011). 

∑ This research study presents a type of artificial intelligence, machine learning, and educational data 

mining studies which have a multi-faceted approach in order to predict university students’ future 

employability in Jordan.

∑ From the definition of data mining by many researchers as a type of technology, its main function 

would serve the current research study to illustrate knowledge acquirement and to reach meaningful 

relationships to form patterns, associations and differences among variables in databases. There are 

many data mining approaches that could be applied in order to mine applicable and attractive 

knowledge from huge datasets. Also, data mining has numerous tasks, for example classification 

and prediction, and association rule mining with clustering. Additionally, classification is 

considered as one of the most essential approaches in data mining, to construct classification models 

using an input data set.

∑ The applied classification approaches usually construct models that are familiar with predicting 

future data trends. Moreover, there are different algorithms for data classification such as decision 

tree, Naïve Bayes classifiers, SVM, MLP, and ANFIS. In this research we will compare these 

classifiers in order to reach the high accuracy and efficiency.

∑ Based on the current research findings, a set of recommendations will be provided to the ministry 

of higher education and higher education institutions in Jordan with the most effective factors 

affecting CS and IT graduates employability. 
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figure 1. 3 Study aims and objectives.
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To sum up, the major aim of this research study is predicting the registered CS and IT major students’ future 

employability according to the classification of graduating their’ employment rates into three different 

categories: employed, unemployed or in an undetermined situation. 

1.5 Research questions:

The current research study will address the following questions:

1. How can we apply a neuro-fuzzy approach in predicting CS, IT graduates’ future employability?

2. Which predictive technique would be most suitable for predicting CS, IT graduates employability?

3. What are the IT recruitment experts� opinion of the proposed system?

4. Which factor most affect the CS, IT students’ employability future?

5. Which factor most affect the CS and IT graduates’ future employment rates?

6. How can the prediction model be used to evaluate the graduates’ future employment?

The required data for this research study will be collected from different sources quantitatively and 

qualitatively. The sample population for the current study will be the CS and IT alumni graduating students 

from different universities in Jordan. The data of the graduate students was collected from the graduates�

data; demographics, soft skills, technical skills, and academic skills; which was built from a tracer study 

carried out by the Jordanian universities.

1.6 Organization of Dissertation:

The reminder of the thesis is organized as follows:

Chapter 2 presents an organized review of the literature that includes computational terms in computer 

science, previous research studies of data mining tasks and major applications, and data mining classification 

techniques. Also, this chapter goes through the fundamental theories related to the prediction models, previous 

research studies in the field of educational data mining and processing techniques for data analytics with the 

determination of the successful prediction models and classification tools. The most important techniques and 
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applications of educational data mining in employability will be discussed in this chapter. Literature of neuro-

fuzzy approach in classification and its applications in EDM will be discussed. 

Chapter 3 introduces and illustrates classification, including decision tree classifiers, attribute selection 

measures and tree pruning. Chapter 3 also discusses Bayesian classification methods and several rule-based 

techniques, as well the common techniques for assessing accuracy. The final part of chapter 3 demonstrates 

the advanced classification techniques, such as Bayesian belief networks, classification by backpropagation, 

support vector machines and neuro-fuzzy classifications methods called ANFIS which is the main algorithm 

in this thesis through which the prediction model will be built. 

Chapter 4 presents the process of applying our methodology and data analysis for alumni students, their 

labels (employed, unemployed, and undetermined), and the factor which most affects their employment rates,

with associations generated from the prediction model.       

Chapter 5 presents the findings of the data analysis with the discussion of the results. Different obstacles to 

data driven research of the employment market and the most effective factors will be highlighted.

Chapter 6 presents the discussion of the final results that were produced from the experimental study that 

was performed in Chapter five. The more important attributes that affect the prediction of the employability 

of the graduates will be shown. The required skills for IT graduates that affect their employability will be 

discussed, which may prompt the educational institutes to modify their curriculums and teaching strategies. 

Chapter 7 presents the final conclusions produced from the study outcomes. The limitations of implementing 

ANFIS algorithm on an educational dataset which contains more than 20 attributes will be demonstrated, as 

well as the researches that can be carried out according to the problems that appeared during experimental 

study will be demonstrated as proposed future works after this thesis. One more thing to be presented in this 

chapter is a set of recommendations for Jordan’s Ministry of Education to discern the direction of future 

research. 
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2 Chapter 2. LITERATURE REVIEW 

Currently, employability has gained a lot of attention from higher education institutions. Employability data 

enables these institutions to better plan their educational strategies, enhance the curriculum, as well as improve 

students’ performance. Studying employability can be achieved by analysing the data extracted from 

educational resources. Nowadays, there are a lot of resources of educational data such as learning management 

systems (LMS), online learning system, admission systems, and social media, which provide a vast amount 

of data. Handling and analysing this huge amount of data cannot be carried out without sophisticated tools, 

and data mining is the most important technology for this purpose; the task of data mining predicts interesting 

and useful information that helps in making future strategy plans. Data mining has been used in many fields 

such as banking, stock exchange, marketing management, retail sales, health, and recently in education. 

Additionally, and as noticed from the literature, several research studies in different countries have 

investigated issues related to employability. Most of these studies have been applied to countries with high 

unemployment rates, such as Vietnam (Tran, 2015).  The Arab world suffers from the some of the highest 

unemployment rates in the world, especially non-oil countries (Henderson, 2013). Therefore, I decided to 

choose a country from the Middle East and study the Computer Science (CS) market as well as selecting a 

data sample of graduates in CS specializations from this country. 

On the other hand, employers are often in search of skills that go beyond credentials, knowledge, and 

experience. An individual’s education and experience may make him/her suitable to be hired and join a job, 

and to be effective in the majority of tasks, he/she will need certain skills which are likely to progress over 

time. Some skills will be precise to the job, but the greatest amount will be so-called ‘soft skills’ that can be 

needed in any job or employment fields. These soft skills are ‘employability skills’: they are what makes

anyone employable (Lin, Korsakul and Korsakul, 2012). Furthermore, higher education has a basic role in 

the reinforcement of any people’s economy as it is an industry branch in itself and it keeps the rest of the 

industry going by offering trained labourers (Laine, Leino and Pulkkinen, 2015). In the past, the basic issues 

for the educational institutions were the reduction in the students’ success rates (Araque, Roldán and Salguero, 

2009), reduction in students’ retention (Pegrum, Bartle and Longnecker, 2015), growth in students shifting to

other likely institutions and shortage of guiding students in subject choice. Since education has become more 

employment focused, graduating from any university has become an essential aspect in developing its
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reputation (Pool, Qualter and Sewell, 2014a). Educational institutions produce and gather vast amount of data

(Sedkaoui and Khelfaoui, 2019). This may be about students’ academic progression, students’ personal 

profile, their communication abilities, their web log interests and also graduates’ profiles (Bharambe et al., 

2017). The task of predicting students’ employability may support identifying the students who are at a higher

risk of unemployment and consequently management may make timely interference by introducing vital steps 

to train their students in order to develop their performance skills (Mishra, Kumar and Gupta, 2017).

Computer scientists have tried to identify relations between academic achievement, socioeconomic 

surroundings, job skills of the graduates and employability, however, mostly by implementing statistical 

methods (Abas and Imam, 2016). Those statistical methods have a direct relation with the field of computer 

science and data analytics (Cao, 2017).

Educational Data Mining (EDM) is the process of applying Data Mining (DM) techniques to educational data

(Wu et al., 2014). EDM has emerged as an important research area in recent years for researchers all over the 

world (García et al., 2011) . Due to the importance of data mining in the field of education, the International 

Educational Data Mining Society1 was founded in July 2011. This society provides much useful research 

related to EDM, as well as helpful datasets.

This chapter surveys the essential background to understand the DM and EDM. Firstly, here is discussed the 

data mining definitions as part of Knowledge Discovery in Databases (KDD), and also present data mining 

tasks and major applications. Furthermore, educational data mining (EDM) is illustrated as a main part of this 

thesis. A lot of literature shown in this section demonstrates the most important research studies that have 

included the concept of EDM. Then, the most important techniques and applications of applying educational 

data mining in employability are investigated. Finally, a very important part of literature, which is neuro-

fuzzy approach backgrounds and related works is illustrated.

2.1 Data mining
This section deliberates the data mining definition as part of KDD, and also presents data mining tasks and 

its main applications.

1 http://educationaldatamining.org/

http://educationaldatamining.org/
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2.1.1 Definition
Data mining is the process of automatically discovering useful information in a huge dataset. Other definitions 

for DM are, “the non-trivial extraction of implicit, previously unknown and potentially useful information 

(such as rule, constraints and regularities) from data in a database” (Kaur and Madan, 2015), and “efficient 

discovery of previously unknown patterns in large datasets” (Anand, Bell and Hughes, 1996), and “process 

of employing one or more computer learning techniques to automatically analyse and extract knowledge from 

data contained within databases” (Pechenizkiy et al., 2011).

Not all tasks of information elicitation from databases are considered as data mining tasks. For instance, the 

retrieval of information about web pages using a search engine is considered an information retrieval task,

not a data mining task.

Many people use data mining terms as a substitute for the term “knowledge discovery from data” (KDD), but 

actually DM is a step of KDD. Data mining is an integral step of the KDD process which is the major process 

of KDD: converting raw data into useful information. This process involves a series of transformation steps 

from data cleansing to data mining to knowledge representation, as in Figure 2.1

Figure 2. 1 Knowledge Discovery from database (KDD)
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The KDD steps are:

1. Data cleaning: removes noise and duplication of data.

2. Data selection and transformation: remove irrelevant data for the given task and transform the 

remaining data into a form suitable for mining.

3. Data mining: extracts patterns from the data.

4. Evaluation: ensures that only valid and useful patterns are retained

5. Visualization: presents visual representations of mined patterns to users.

DM use sampling, estimation and evaluation from statistics and machine learning, it uses search methods 

from artificial intelligence (AI) and it uses pattern extraction from pattern recognition. Other research areas 

adopted by DM: see Figure 2.2.

Figure 2. 2 DM discipline
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2.1.2 Tasks 

Some research studies classify them into two essential tasks (Kesavaraj and Sukumaran, 2013):

∑ Predictive tasks: where the major goal is to predict the unknown values based on known (e.g.

classification or regression).

∑ Descriptive tasks: the major goal is to extract patterns that define the correlation in data (e.g.

association analysis).

Data mining can be used for tasks such as classification, clustering and outlier analysis. The most common

data mining tasks are (Zhao, 2013):

1. Association rule mining: the task of discovering interesting relationships between items in a given 

transactional dataset (HarvinderChauhan and AnuChauhan, 2014). Useful applications of this task are

market basket analysis and determining web pages that are accessed together.

2. Classification: The classification model is discovered from analysis of a certain dataset. Useful 

applications of this task are fraud detection, medical diagnoses, email categorization, etc. 

3. Clustering: the task of discovering groups of closely related objects (Chattopadhyay et al., 2020), 

where the objects that belong to the same group (cluster) are more related to each other than to objects

belonging to another group. Unlike classification, clustering analyses and classifies object without 

using class labels (Saturi, Dara and Prem Chand, 2019). A number of researchers use the term 

“unsupervised classification” instead of clustering to distinguish between clustering and classification. 

Useful applications of clustering include market segmentation to distinguishing characteristics of a 

group of customers.

4. Outlier analysis: Outliers are intense values that diverges from other observations on data, they may 

show a variability in a measurement, experimental errors or a novelty. In other words, an outlier is an 

observation that deviates from an overall pattern on a sample. They are sometimes discarded as a 

noise. In some applications the analysis of outlier objects is essential, such as fraud detection 

application where the fraud is an exception.
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2.1.3 Classification

Classification aims to predict categorical labels for unseen data. Classification is the process of predicting the 

class of given data points. Classes are sometimes defined as targets, labels or categories (Wedyan, 2014).

Supervised learning has two steps: the first is the learning step (also called training step) where the set of 

characteristics are selected from the training data that represent and describe these data; this set of rules is 

called a classifier. Training data is the major and most important data which assists machines to learn and 

make the predictions. This data is used by machine learning to develop a certain algorithm and more than 

70% of the total data used in the project. A big quantity of datasets is used to train the model at the best level 

to get the best results. Because the class label exists in the training data the classification is considered a 

supervised learning. 

In this section we will review the most popular supervised classification techniques briefly, which are decision 

tree learning, naïve Bayes, k-nearest neighbour, support vector machine, and neural network.

2.1.3.1 Decision Tree learning

A decision tree is a decision support tool that has a tree-like graph or model of decisions and their possible 

significances, including chance event outcomes, resource costs, and utility. It is one way to display an 

algorithm that only has conditional control statements. A decision tree is also a flowchart-like structure in 

which each internal node represents a “test” on an attribute. The first decision tree algorithm was ID3, 

developed by Quinlan during the late 1970s, and later Quinlan developed C4.5 (Kohavi and Quinlan, 1999). 

In C4.5 the decision tree is built in a top down recursive approach, where the algorithm starts by selecting a 

training set of items and the class label which is associated with the items. It chooses the attribute that best 

discriminates the items (i.e. the training dataset). After that it creates a tree node whose value is the chosen 

attribute. Then the child node is created for the selected node where each node represents the unique value 

for the chosen attribute as the “best” one. The items of the training set distribute to the children based on the 

value of the children. The algorithm is then applied in recursive manner at each child node. Hence, the main 

goal is to maximize data generalization in the decision tree to reduce the number of tree nodes and tree level 

in order to load the tree in the memory. So, to do that we need to select the “best” attribute which discriminates

the items. Additionally, decision tree-based algorithms use different techniques to select a suitable attribute, 

for instance C4.5 uses Information Gain (IG) measure for selection process, a measure taken from information 
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theory. Decision tree-based algorithms receive much attention because they have been successfully applied 

to real problems, also the outcome of the decision tree is explicit and interpretable as the decision tree is a set 

of rules.

2.1.3.2 Naïve Bayesian (NB) Classification

Bayesian classifier is a statistical classifier; based on Bayes’ theorem (Stern, 2015). It predicts the probability 

of a class of given data. Naïve Bayesian classifier proposes the effect of an attribute value on a given class to 

be independent of the value of other attributes; this proposal is called class conditional independence

(Schetinin et al., 2007). Let X denote to attribute-set and Y denote to class. In Bayesian statistics, the posterior 

probability of a random event or an uncertain proposition is the conditional probability that is assigned after 

the relevant evidence or background is taken into account. "Posterior", in this context, means after taking into 

account the relevant evidences related to the particular case being examined. For instance, there is a ("non-

posterior") probability of a person finding buried treasure if they dig in a random spot, and a posterior 

probability of finding buried treasure if they dig in a spot where their metal detector rings (Schetinin et al., 

2007).

The conditional probability independence is expressed formally in equation 2.5:

d

2.5     P(X/Y=y) = П P(xi /Y=y)= P(x1 /y) * P(x2 /y)*……..* P(xd /y)
i=1

to classify a test data. The naïve Bayes classifier computes the posterior probability for each class Y using

equation 2.6.

d

2.6      P(Y/X)= P(Y)  П P(Xi /Y)     
i=1

P(X)

Then the classifier predicts the class ci of the data X if P (xi /ci) P(ci)> P(X /cj)P(cj); that means the ci is 

chosen as the class label of data x if it has the maximum value (Sivasankar and Rajesh, 2012). The naïve 

Bayes classifier requires a small training dataset. Naïve Bayes also can handle the noise and missing data.
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Bayesian classifier theoretically has the minimum error rate when compared with other classifiers. Several 

empirical studies found the naïve Bayes classifier is comparable in some applications with decision tree and 

neural network.

2.1.3.3 K-Nearest Neighbor Algorithm (KNN)

K-nearest neighbour (KNN) algorithm is a classification method. It classifies objects based on the closest 

(nearest) training examples (Richman, 2011). Informal interpretation of KNN for classification is the 

following saying: “When I see a bird that walks like a duck, and quacks like a duck and looks like a duck, 

this bird probably is a duck.” In KNN, the object is classified by the majority voting of its neighbour, i.e. the 

object is classified to the most common class for its k-nearest neighbours (Chen and Shah, 2018). Figure 2.3 

illustrates nearest neighbour of the circle object.

A KNN classifier hasn't got an explicit training phase. It is an example of lazy learning, which does not require 

re-training when new data becomes available.

Figure 2. 3 K-Nearest Neighbour

The nearest neighbour classifier is based on local information, not like a decision tree where it tries to find a 

global classifier, therefore nearest neighbour classifier is apt to noise, especially if k is small. KNN is applied 

in many applications such as text categorization problem and it shows promising results when ’compared with 

other statistical methods like Bayesian (Al-Shalabi, Kanaan and Gharaibeh, 2006).

2.1.3.4 Support Vector Machine
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The support-vector machine is introduced in (Vapnik, 1995; Vapknik, 1998a; Vapnik, 1998b) as a new 

learning machine for two-group classification problems. In the field of machine learning, support-vector 

machines (SVMs, also support-vector networks) are presented as supervised learning examples with 

associated learning algorithms that considers data used for classification and regression analysis. 

The Support Vector Machine (SVM) algorithm is a general machine learning instrument that presents 

solutions for both of classification and regression problems. SVM is also firstly presented at AT&T Bell 

Laboratories by Vapnik with colleagues (Boser et al., 1992, Guyon et al., 1993, Vapnik et al., 1997), the 

statistical learning framework or VC theory recommended by Vapnik and Chervonekis (1974) and Vapnik 

(1982, 1995) shows that SVM offers one of the most robust prediction techniques. 

SVM model is a representation of the samples as objects in space, charted so that the samples of the discrete 

categories are separated by a clear gap that is as extensive as possible. New examples are then charted into 

that same space and predicted to a certain category based on the side of the gap on which they fall.

Additionally, SVMs can effectively achieve a non-linear classification by the kernel trick (Schölkopf, 2001), 

implicitly charting their inputs into high-dimensional feature spaces.

Also when data is unlabelled, supervised learning is not achievable, in this case an unsupervised learning 

approach is needed, which tries to reach natural clustering of the data to clusters, and then chart new data to 

these formed clusters. The support-vector clustering algorithm, created by Hava Siegelmann and Vladimir 

Vapnik, employs the statistics of support vectors, presented in the support vector machines algorithm, to 

classify unlabeled data, and is one of the most widely applied clustering algorithms in industrial applications 

(Ben-Hur et al., 2001).

2.1.3.5 Artificial Neural Network

Artificial neural network (ANN) come from attempts to simulate the biological neural system. The human 

brain consists of neurons linked together via axons. Each neuron is connected to the axon of other neurons 

via dendrites. The point of convergence between axon and dendrites is called a synapse. Scientists discovered 

that the learning process of the brain is carried out by changing the strength of synaptic connections between 

neurons (Agatonovic-Kustrin and Beresford, 2000). ANN corresponds to a set of nodes and links. ANN 

processes a certain instance at a specific time, classifies the record, then it compares the classification process 
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with the actual class of the instance. If the error exists in classification, the error is fed back to the network to 

modify the second iteration, and so on.

Artificial neural networks are computational models that act similarly to a human nervous system. There are 

different types of ANNs. These types of networks are applied based on varied mathematical operations and a 

group of parameters needed to decide the output. These types are:

- Feedforward Neural Network – Artificial Neuron:

This neural network is a simple type of ANN, as the data or the input goes in one direction. The data goes 

through the input nodes and exit on the output nodes. This neural network may or may not have the hidden 

layers. This type of neural networks is applied in computer vision and speech recognition as the classification 

of the target classes is complicated (Hagan and Menhaj, 1994).

- Radial basis function Neural Network:

This type considers the distance of a point with respect to the centre. It has two layers, first where the features 

are joined with the Radial Basis Function in the hidden layer and then the output of these features are 

considered while calculating the same output in the next time-step which is essentially a memory (Matera, 

1998).

- Kohonen Self Organizing Neural Network:

Kohonen map objects to input vectors of random dimension to discrete map included neurons. The map is 

required to be trained to provide its own group of the training data. It contains either one or two dimensions 

(Ultsch and Siemon, 1990). 

- Recurrent Neural Network(RNN) – Long Short Term Memory:

It works on the rule of keeping the output of a layer and feeding this back to the input to help in predicting 

the outcome of the layer (Cho et al., 2014).

- Convolutional Neural Network:
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It is similar to feed forward neural networks, as the neurons have weights and biases those can learn. Its 

application has been in signal and image processing in the field of computer vision (Kalchbrenner, 

Grefenstette and Blunsom, 2014).

- Modular Neural Network:

Modular Neural Networks have a group of various networks acting independently and contributing towards 

the output. Each neural network has a group of inputs that are unique compared to other networks constructing 

and performing sub-tasks. These networks do not interact or signal each other in achieving the tasks (Azam, 

2000).

2.2 Educational data mining:

“EDM converts raw data coming from educational systems into useful information that could potentially have 

a greater impact on educational research and practice.” (Peña-Ayala, 2014)

Data mining is strongly used in education to discover helpful information in order to improve the quality of 

education (Ramanathan, Geetha and Khalid, 2015). EDM uses educational databases, such as admission 

systems, learning management systems or any other systems related to the students. Analysing the extracted 

data from these systems can classify the students, or make a decision to improve student performance

(Bhaskaran, Lu and Al Aali, 2016) .

Romero and Ventura (2007) sort work-educational data mining into the following groups:

∑ Statistical and visualization tasks.

∑ Web mining tasks:

▪ Clustering, Classification, and outlier detection.

▪ Association rule mining and sequential pattern mining.

▪ Text mining.

The above perspective is concentrated on EDM applications that use extracted data from the web.

Another classification of EDM has been done by Baker (2009), which categorizes work in educational data 

mining as follows: 
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● Prediction

▪ Classification

▪ Regression

▪ Density estimation

● Clustering

● Relationship mining

▪ Association rule mining

▪ Correlation mining

▪ Sequential pattern mining

▪ Causal data mining

● Distillation of data for human judgment

● Discovery with models (Romero, Ventura and García, 2008).

Baker has added two more extra categories - distillation of data for human judgment and discovery with 

models, which are not in the common DM category. The use of models for information discovery has been 

used widely as a technique in EDM research and is applied to enhance complicated analyses.

The rest of this section will show the most important techniques and research of data mining and EDM. The 

demonstration will be according to the above-mentioned categories.

2.2.1 Statistics and Visualization:

Statistics in educational data mining have been used as standard tools developed to analyse the extracted data 

from log files and web servers such as Access-Watch, Analog, Gwstat, Web-Stat, etc. (August 2012). On the 

other hand, there are some specific statistical educational data mining tools such as Synergo/ColAT (Romero 

and Ventura, 2007). For example, Pahl and Donnellan (2002) used statistics to measure visits to individual 

pages, average session length in time or in number of requests. The authors presented a set of mining methods 

suitable for the educational situation. They divided the usage evaluation of web-based systems into two 

dimensions: time and space (Pahl and Donnellan, 2002). Meanwhile, Silva and Vieira (2002) developed a 

tool called MultiStar for knowledge discovery. MultiStar is used to analyse data involving facts that belong 

to the same category. The way of representing the facts as hierarchies involving the relationship of inheritance 

among the facts does not need the user to understand the concept on which it is based. Using this tool provides 
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information about the student’s actions and communications, and information about the student’s activities in 

the course (Silva and Vieira, 2002). Thus, some other general statistics tools have been utilized to show the 

connected learner distribution over time, the most frequently joined courses, and how many learners log in to

learning sessions over time (Pérez Zorrilla, 2005). On the other hand, some specific statistical tools in adaptive 

and intelligent web-based educational systems (AIWBES) can demonstrate the average number of constraint 

violations, the degree of problem complexity, and the total time spent in the trials (Nilakant and Mitrovic, 

2005). Furthermore, another research study discussed the complexity and benefits of a huge data amount 

collected automatically by an intelligent tutoring system. The researcher conducted simple statistical 

operations such as standard deviation, mode, sample size, etc. They showed the importance of analysing large 

volumes of data compared to few data (Boyer, 2010).

The information extracted from statistical operations is complicated to explain to teachers. For that reason, 

information visualization techniques can be used to convert complex and numerical student tracking data 

extracted from web-based educational systems into graphical representation. These techniques help in 

analysing large amounts of information by representing the data in some visual displays, such as diagrams, 

graphical trees, spreadsheet charts, scatterplot, 3D representations, etc. (Mazza and Milani, 2005). There are 

many examples of visualization tools in educational data mining, such as GISMO (Graphical Interactive 

Student Monitoring System) (Romero, Ventura and García, 2008). This tool allows the user to display data 

from courses collected in real settings as graphical representations. The purpose of building such a tool is to 

help instructors monitor what is happening in distance learning classes (Mazza and Milani, 2005). Nowadays, 

most LMSs contain GISMO tools and plugins. Moodle, which is a well-known LMS and widely used, 

provides a GISMO tool for analytic purposes. Figure 2.4 shows students’ login overview screen in Moodle’s 

GISMO tool (Mazza and Milani, 2004).
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Figure 2. 4: Students login overview screen in Moodle’s GISMO

One more research study developed a tool called LISTEN to browse a database of students’ interactions with 

an automated tutor. Using databases logged by LISTEN’s Reading Tutor, they demonstrated how student 

interaction events occurred and represented them as a graphical expandable tree (Mostow and Beck, 2001).

Furthermore, a group of researchers developed a tool to allow the discovery of information in Moodle data. 

They conducted an experiment to demonstrate the ease of obtaining data visually and quickly for the user. 

The results provide useful information so that users can provide faster feedback on students’ progress in 

distance e-learning courses (Kuosa et al., 2016). Another research paper created a visualization tool that 

allows user to filter numeric variables by one or more, which makes the chart respond immediately according 

to filtered variables. Data are represented as a 2D scatterplot and some parameters of the representation can 

be interactively amended (Chan, Correa and Ma, 2013).
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2.2.2 Web mining:
According to Romero and Ventura (2013), there are three categories that have been used in web mining: web 

content mining, which is the process of extracting useful information from the contents of web pages; web 

structure mining is the process of finding structure information from the web; and lastly, web usage mining 

(WUM) is the finding of meaningful patterns from data generated during the process of communication 

between client and server (Romero and Ventura, 2013). There are several web mining techniques used on 

educational applications, most of which can be grouped into the following categories: clustering, classification 

and outlier detection; association rule mining and sequential pattern mining; and text mining.

2.2.2.1 Clustering, classification and outlier detection:

Clustering is a process of collecting physical objects into classes that have similar objects. Both clustering 

and classification are considered as classification techniques. Clustering is an unsupervised classification and 

classification is a supervised classification. Furthermore, an outlier is a measurement that is unusually large 

or small relative to the other values in a dataset. Outlier methods are usually used when measurements are

observed, recorded, or entered into the computer wrongly. Also the outliers’ detection can be used if the 

measurements come from another population or represent unusual events (Romero and Ventura, 2013). 

Following is an illustration about some work that applied these techniques. First we demonstrate clustering 

techniques. Over the last few decades, a set of research studies use clustering to mine student data in order to 

discover patterns reflecting student behaviours. The presented models focused on collaboration management 

to distinguish similar behaviour groups in unstructured collaboration spaces. They emphasized that the data 

used in this model should be carefully designed and tuned to contain all useful information (Romero et al., 

2009) because the main task of clustering is to group objects based on their similarities (Talavera and 

Gaudioso, 2004). Accordingly, Mor and Minguillón (2004) use a clustering technique for grouping students 

based on SCORM standard paradigm. They proposed a method for analysing student behaviour through 

interacting with an e-learning system to include the concept of recommended itinerary, by combining 

instructor’s’ expertise with learned experience acquired by system usage analysis (Mor and Minguillón, 

2004). The main goal of such studies is to design a usage mining tool for analysing such student navigational 

behaviour and for extracting applicable information that can be implemented to validate varied aspects related 

to virtual campus structure and usability but also to decide the optimal scheduling for each course based on 

user profile. The combination of teachers’ expertise with learned experience acquired by system usage 
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analysis came obvious. While another proposed models tended to detect a typical behaviour in the grouping 

structure of the students of a virtual campus. They used a clustering and a generative topographic mapping 

model to conduct experiments using the extracted data. The experiment results indicated that the proposed 

model neutralizes the negative impact of outliers on the data clustering process (Castro et al., 2005). More 

recently, two clustering methods; Hierarchical Clustering (Ward’s clustering) and Non-Hierarchical 

Clustering (k-Means clustering) are presented the literature. Researchers built profiles of student behaviour

from learner’s’ activity in an online learning environment and also to create click-stream server data. They 

proposed a new approach for implementing data mining services in SCORM-compliant LMSs (Psaromiligkos 

et al., 2011). Accordingly, several clustering techniques such as Expectation Maximization, Hierarchical 

Clustering, Simple k-Means and X-Means as provided in WEKA software are proposed. They applied these 

methods to predict the potentiality of students’ performance: who could fail during online courses in a 

Learning Management System (LMS) to fill in the research gap of system integrations. Experiments in 

clustering were conducted using real data obtained from various online courses. That is why the authors have 

compared several classic clustering algorithms on several group of students using their defined features and 

analysed the meaning of the clusters they produced. (Bovo et al., 2013). Despite the fact that many methods 

have been proposed to classify data in order to analyse and predict facts and relationships, classification is the 

most important technique in data mining. In this study we used classification techniques in data mining to 

predict the employability of students (Syeda Farha Shazmeen, 2013). Many researchers have come to consider 

the idea of a classification technique is to categorize an attribute value into one of a group of possible classes 

and answer certain research questions that incorporate information to the readers such as classification 

definition (Wedyan, 2014). Therefore, Classification techniques are presented as supervised learning methods 

that classify data items into predefined class labels (Syeda Farha Shazmeen, 2013). Additionally, several 

techniques and algorithms have been proposed to perform classification tasks, some of which are listed below:

1. Decision Trees

2. Artificial Neural Networks

3. Support Vector Machine

4. K-Nearest Neighbor
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5. Naïve-Bayes

These techniques enhance the efficiency of the algorithm to classify the data properly (Syeda Farha Shazmeen, 

2013). For that reason, classifications have been widely used in EDM due to their high accuracy in prediction.

In this regard, Chen et al. (2000) used a decision tree technique and applied C5.0 algorithm and data cube 

information processing methodologies to monitor students’ behaviours and find the pedagogical rules on 

students’ learning performance from web logs. The induction analysis found potential student groups that 

have shared characteristics and reaction to a certain pedagogical strategy (Chen et al., 2000). After few years,

another research study used four classifiers to categorize students based on features extracted from the logged 

web data in order to predict their final grades. By using a genetic algorithm weighing the features, they 

optimized a combination of classifiers (Minaei-Bidgoli and Punch, 2003). Hence, researchers applied a

Bayesian classification technique to a student database to predict students’ performance with emphasis on 

identifying the difference between high fast learners and slow learners. According to the authors, the results 

of their work help to identify students who need special attention to reduce failing (Ahmed and Elaraby, 

2014). Data mining is widely used in the educational field for different purposes, one of the most important 

topics are discussed such as using several classifications to study students’ performance, focusing on several 

factors that may impact students’ performance in higher education. Qualitative predictive models which were 

effectively able to predict students’ grades from a training dataset are presented. In one study, four decision 

tree algorithms were applied, in addition to the Naïve Bayes algorithm. The study found that not solely

academic efforts impacted the students’ performance, but that many other factors also have an influence (Abu, 

2016). However, Ahmed et al. (2014) implemented the decision tree (ID3) method as a classification 

technique in data mining to predict students’ final grades. They used different factors that were collected from 

the student’s’ database. According to the authors, the study assists to enhance the student’s’ performance and 

reduce the failure rate (Badr, Din and Elaraby, 2014). Unlike classification and clustering techniques, outlier 

detection methods handle unusual data, and can detect students with learning problems (Kou and Lu, 2016).

Thus, another research study applied two classification methods, Rule Induction and Naïve Bayesian 

classifier. The dataset was collected from graduate students’ data collected from the college of Science and 

Technology – Khanyounis. The students are clustered into groups using K-Means clustering. To detect all 

outliers in the data, they used Distance-based Approach and Density-based Approach (Tair and El-Halees, 

2012). On the other hand, a model for automatic analysis of student interactions with a web-based learning 
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system is proposed in one more study. The result of automatic analysis provides useful information including 

decision trees that were used for predictions in later experiments. Also the generated decision trees were used 

in analysing data using machine learning techniques (Muehlenbrock, 2005). In this regard, Ueno (2004) 

proposed a method of online outlier detection of learners’ irregular learning processes by using a Bayesian 

predictive distribution. The outlier detection method uses a students’ response time data for the e-learning

contents. This method can be used for short samples, and it helps a two-way instruction by using the results 

of mining processes (Ueno, 2004).

2.2.3 Text mining 

Text mining focuses on web content mining, and uses text data to perform the data mining tasks. It is used in 

many fields of our life such as are highlighted as a bridge between free-text and well-structured information 

in healthcare to represent cancer information. Many different techniques could be used to achieve text mining 

tasks such as machine learning, data mining, statistics, information retrieval and natural language processing

(Spasić et al., 2014). Text mining can use unstructured or semi-structured text data such as full-text 

documents, HTML, XML, and JSON files (Grobelnik, Mladenic and Jermol, 2002). Furthermore, it is 

presented in a group of research studies as a method for building an e-textbook using web content mining. 

The generated e-textbook allows systematic learning over the messy web. The authors used a ranking 

technique to filter descriptive web pages’ content in order to estimate the web pages’ suitability and they 

produced concept features and built user-specified topic hierarchy (Chen, Li and Jia, 2005). On contrast, Tane, 

Schmitz, and Stumme (2004) developed an ontology-based tool that allows web resources’ availability. They 

used text mining and text clustering methods to find and organize material using semantical information in 

order to categorize information due to their subjects and relationships (Tane, Schmitz and Stumme, 2004).

Moreover, another approach is presented to apply text mining as a method for evaluation of asynchronous 

conversational forums to obtain important information from a negotiated discussion forum depending on

Allaire’s Cold Fusion forum software. The authors used temporal contribution guides to discern how text 

mining different techniques in the query process could enhance the instructor’s skills to assess the progress 

of the discussion (Ellis and Dringus, 2005). More recently, Hammouda and Kamel (2008) proposed a 

technique to apply text mining to documents. This helps as a root for knowledge extraction in e-learning 

settings. They used graph theory to facilitate phrase representation and efficient matching. By using this text 

mining technique, documents are grouped according to their topic. The recent literature also proposed an 



36

efficient Lovins stemmer in combination with snowball-based stop-word calculation and word tokenizer for 

text pre-processing. Researchers conducted several experiments on publicly available very well-known text 

datasets and opines the effectiveness of the proposed approach in terms of accuracy, F-score and time, in 

comparison with many baseline methods available in the recent literature (Panda, 2018).

2.3 Neuro-Fuzzy Approach:

In this research, we adopt a neuro-fuzzy approach to perform the classification task. Therefore, we will study 

the literature of neuro-fuzzy in this section and illustrate how several studies defined neuro-fuzzy and use it 

in classification. Also, we discuss how they build a prediction model using a neuro-fuzzy classifier.

The first research using the neuro-fuzzy system started at the beginning of the 1990s, with Jang, Lin and Lee 

in 1991, Berenji in 1992 and Nauck from 1993. Most of the first applications were in process control. Its 

application is known for all the fields of knowledge such as data analysis, classification techniques, 

imperfections detection and support to decision-making (Jang, 1992). While neuro-fuzzy is a combination of 

neural networks and fuzzy set approaches, the idea of neuro-fuzzy uses heuristic learning techniques derived 

from the domain of the neural network approach to assist the development of a fuzzy system. Modern neuro-

fuzzy systems are usually described as a multilayer feed-forward neural network, but fuzzifications of other 

neural network structures are also considered, for example, self-organizing attributes maps (Seising, 2007). 

According to the literature, the neuro-fuzzy systems include the following properties:

- A neuro-fuzzy system is a fuzzy system that is trained by a learning algorithm (usually) obtained from 

neural network approach. The (heuristical) learning procedure operates on local information and 

causes only local amendments in the underlying fuzzy system. The learning process is not knowledge-

based, but data-driven (Vieira, Dias and Mota, 2004).

- A neuro-fuzzy system can be viewed as a three-layer feed-forward neural network. The units in this 

network use t-norms or t-conorms instead of the activation functions shared in neural networks. The 

first layer describes input variables, the second (hidden) layer indicates fuzzy rules, and the third layer 

represents output results (Çaydaş, Hasçalik and Ekici, 2009) .

- A neuro-fuzzy system can always be analysed a system of fuzzy rules. It is both possible to 
generate the system out of training data from the beginning, and to initialize it by prior 
knowledge in the shape of fuzzy rules (Yu-Chi Ho, 2005).
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- The learning process of a neuro-fuzzy system takes the semantical features of the underlying fuzzy 

system into consideration. This results in constraints on the possible enhancements applicable to the 

system parameters.

- A neuro-fuzzy system estimates an n-dimensional function that is partially provided by the training 

data. The fuzzy rules encoded within the system represent fuzzy samples, and can be formed as unclear 

prototypes of the training data. A neuro-fuzzy system should not be shown as a kind of (fuzzy) expert 

system, and it has nothing to do with fuzzy logic in the strict sense (Jang and Sun, 1995).

The main idea of neuro-fuzzy combinations is to obtain adaptive systems that can use prior knowledge and 

can analyse by means of linguistic rules. Neuro-fuzzy models can be separated into cooperative models, which 

use neural networks to define fuzzy system parameters, and hybrid models which generate a new structure 

using concepts from both techniques. In addition, there are concurrent neural/fuzzy models that use neural 

networks and fuzzy systems separately. Most approaches adapt the backpropagation learning rule (Nauck and 

Kruse, 1997).

Most of the combinations of techniques based on neural networks and fuzzy logic are known as neuro-fuzzy 

systems. The different combinations of these techniques can be classified, in accordance with in the following 

types:

Cooperative Neuro-Fuzzy System: In the cooperative systems there is a prior process phase where the neural 

networks techniques of learning define some sub-blocks of the fuzzy system. For example, the fuzzy sets 

and/or fuzzy rules (fuzzy associative memories or the use of clustering algorithms to determine the rules and 

fuzzy sets position). After the fuzzy sub-blocks are calculated the neural network learning methods are taken 

away, executing only the fuzzy system (Vieira, Dias and Mota, 2004).

Concurrent Neuro-Fuzzy System: In the concurrent systems the neural network and the fuzzy system perform 

continuously together. In general, the neural networks pre-process the inputs (or post-process the outputs) of 

the fuzzy system. A concurrent system is not exactly a neuro-fuzzy system indirect way, because the neural 

network performs together with the fuzzy system.

Hybrid Neuro-Fuzzy System: In this category, a neural network is employed to learn some inputs of the fuzzy 

system (parameters of the fuzzy sets, fuzzy rules and weights of the rules) of a fuzzy system in a repeated 
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fashion. Most of the researchers applies the neuro-fuzzy technique to refer only to hybrid neuro-fuzzy 

systems. There are several techniques to create hybrid neuro-fuzzy systems; as this is a recent research subject, 

each researcher has proposed their own particular models. These models are similar in their core, but they 

introduce basic uniqueness (Vieira et al., 2004).

There are several neuro-fuzzy architectures, such as:

Fuzzy Adaptive Learning Control Network (FALCON) was proposed by Lin and Lee (1991). They 

introduced an approach based on fuzzy control systems and decision/diagnosis methods. This approach 

differs from classic fuzzy logic control and decision method in its network design and training potential. 

FALCON consists of five layers, including multiple linguistics nodes for every output variable. The first 

node is for the patterns and the second node is for the actual output of the FALCON. The initial invisible 

layer performs the matching process of the input values related to each membership actions. The second 

invisible layer sets the predecessors of the rules. The third invisible layer includes the consequents. 

FALCON uses a crossbred learning algorithm consisting of unsupervised learning to set the initial 

membership procedures and initial rule base and it employs a learning algorithm based on the gradient 

descent to adapt the final variables of the membership functions to provide the wanted output (Lin, Lin 

and Lee, 1995).

Berenji and Khedkar (1992) proposed Generalized Approximate Reasoning based Intelligence Control 

(GARIC) (Mishra, Sahoo and Mishra, 2018). GARIC is a model for learning and adapting a fuzzy logic 

controller based on reinforcements from a dynamic system. The GARIC applies a Neuro-fuzzy framework 

with multiple neural systems modules, these are; ASN Action Selection Network (ASN) and evaluation 

method which is called Action State Evaluation Network (AEN). The AEN is an adaptive estimator of ASN 

functions. The GARIC ASN is a developed system consisting of five layers. The layers’ relations are not 

ranked. The initial invisible layer has the linguistic values for each input attribute. Every input can only link 

to the initial layer that describes its relation to linguistics variables. The invisible layer number two describes 

the fuzzy rule attribute that assign the connection level of every rule applying a soft-min operator. The 

invisible layer number three describes the linguistics variables of the output attributes. The result of every 

rule is computed based on the power of the predecessors of the rules computed in the rule nodes. GARIC 

applies the mean of the local mean of the extreme way to compute the output of the rules. This technique 
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requires a numerical value in the removal of every rule. Therefore, the outcomes should be converted from 

fuzzy variables for numerical variables before being gathered in the final output variables of the system. 

GARIC applies a combination of gradient descending and reinforcement learning for a fine adaptation of its 

inner parameters (Zarandi, Jouzdani and Turksen, 2007).

Nauck et al (1996) proposed a NEFCLASS model which is used to derive fuzzy rules from a group of data 

that can be divided into several crisp classes. The goal of NEFCLASS is to introduce an interpretable fuzzy 

classifier (Nauck and Kruse, 1999) .

Nauck and Kruse (1999) presented learning algorithms to work out the architecture and the inputs of a fuzzy 

system to approximate a function given by a supervised learning problem. The resulting NEFPROX model is 

an enhancement of the NEFCON and NEFCLASS approaches. This approach is used for control or 

classification purposes (Nauck and Kruse, 1999).

Tano` et al. (1996) developed FINEST (Fuzzy Inference Environment Software with Tuning) (Oyama et al., 

1995). The major features are (1) enhanced generalized modus ponens, (2) technique that can tune the 

inference method as well as fuzzy predicates, and (3) software environment for debugging and tuning. They 

give an outline of the software and show an important concept, a deep combination of the fuzzy inference and 

the neural network in FINEST, which makes FINEST tune the inference way itself. According to the authors, 

now it can be used as a tool for quantification of the meaning of natural language sentences as well as a tool 

for fuzzy modelling and fuzzy control (Arnould et al., 1995).

Sulzberger et al. (1993) proposed a fuzzy net approach (Siddique and Adeli, 2013). This technique is 

introduced for the optimization of fuzzy rule-based systems using neural networks. A neural network model 

with particular neurons was provided so that the conversion of fuzzy rules and membership functions into the 

network can be done. The efficiency of this technique, and hence the results of the original rule base, is then 

enhanced by training the network by combining neural network learning algorithms. The optimized rules and 

membership functions can be derived from the net and used in common fuzzy inference methods. This net 

has been evaluated on the Wall-Jumper-Over and the problem of local navigation for mobile robots (Jang, 

1993).
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Dynamic Evolving Neural Fuzzy Network (dmEFuNN) (Nauck and Kruse, 1996) modified EFuNN with 

the concept, that not only the gaining rule attribute’s activation is increased but a group of rule features 

that is dynamically chosen for each new input attribute and their activation values are employed to 

compute the dynamical variables of the output function. Whereas EFuNN applies Mamdani-type fuzzy 

rules, dmEFuNN applies Takagi Sugeno fuzzy rules (Nauck and Kruse, 1997).

Ghosh et al (2000) proposed a method of performing the neuro-fuzzy classification task; the main idea 

is to employ the function of feature-wise level of classes' patterns that are extracted from a fuzzification 

function. A membership matrix created by a fuzzification process has a total number of items equal to 

the number of attributes product and classes exist in the data set. These matrix members are the input to 

neural systems. Building this method with different four data sets and multiple remote sensing images 

makes this method robust and efficient (Ghosh, Uma Shankar and Meher, 2009).

Hoffmann (2004) proposed a new approach using genetic algorithm and fuzzy-rules classifier. This 

approach iterates the rule to generate fuzzy rule base system prototype. The fuzzy rule base is created in 

a gradual way, in that the evolutionary algorithm enhances one rule of fuzzy classifier at a time. The 

boosting technique decreases the weight of the learning items that are categorized properly by the new 

rule. The following generation of rule cycle concentrates on fuzzy rules that explain the incorrectly 

classified variables. Assigning weight for fuzzy rules represents the proportional power the boosting 

method defines to the rule class when it gathers the cast votes (Hoffmann, 2004).

Another important neuro-fuzzy architecture is Adaptive Network-based Fuzzy Inference System (ANFIS) 

(Jang, 1992). In our study, we will apply ANFIS to build a classification model. Therefore, we will focus on 

the studies that used an ANFIS approach.

ANFIS applies a conclusion framework known as the Takagi Sugeno technique. This method contains five 

levels, and the initial invisible level is in charge of comparing the values of the given attribute connected to 

every membership task. The second invisible level which is called T- norm factor is used to compute the 

predecessors of the rules. The invisible level number three handles the rules' powers. The invisible level 

number four defines each rule's outcomes. The last level which is the output level computes the overall output 

by gathering all entered indexes to this level (Jang, 1992).
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The adaptive Neuro-fuzzy inference system applies the backpropagation training method to assign the 

elements of membership procedure and the least mean square technique to assign the filtered parameters. 

Every phase of the repeated backpropagation method includes two sections. In section number one, the tuning 

values are increased and the output variables are computed via the iterative minimum squared technique, 

whereas the global network variables can be a constant value. In the section number two, the tuning values 

are increased one more time; for each loop, the learning backpropagation method is employed to amend the 

premises variable, whereas the consequents keep constant (Vieira et al., 2004)

ANFIS techniques have been used in several fields such as the medical field. ANFIS also has provided useful 

information that assists in decision-making. It is considered a helpful method to classify patients according to 

their diagnoses. Hence, ANFIS methods have been used to predict having certain diseases. For instance, 

proposed a classification model based on ANFIS is proposed for heart disease prediction. Data was collected 

from the University of California at Irvine (UCI) machine learning repository (Kalaiselvi and Nasira, 2014). 

Seven attributes were used as input for the prediction method. To evaluate the ability of the trained ANFIS

techniques to discover the heart disease diagnosis, they used k-fold cross validation technique (Ziasabounchi 

and Askerzade, 2014). Manogaran, Varatharajan and Priyan (2018) presented Multiple Kernel Learning with 

Adaptive Neuro-Fuzzy Inference System (MKL with ANFIS) based deep learning method for heart disease 

diagnosis. MKL technique is used to separate parameters between heart disease patients and usual individuals. 

The proposed MKL with ANFIS is also compared with various existing deep learning methods to evaluate its 

performance in prediction (Manogaran, Varatharajan and Priyan, 2018).  Many studies have applied ANFIS 

classifiers for prediction of the cancer disease: Kalaiselvi and Nasira (2014) proposed a classification 

technique based on ANFIS approach to predict having cancer by discovering a complex relationship between 

diabetes and cancer. They trained the model using ANFIS technique. Seven features have been selected to act 

as input to the network. According to the authors, the presented model decreases the costs of several medical 

tests and assists the patients to conduct precautionary measures well in advance (Kalaiselvi and Nasira, 2014). 

Mahmoudi, Lahijan and Kanan (2013) introduced a method that employs both Genetic Algorithm and ANFIS. 

They used ANFIS as a classifier for chosen genes from Particle Swarm Genetic Algorithm methods, applying 

six datasets of microarray gene expression data for several cancer cases. The performance of ANFIS is 

compared with several classifiers, include; K-Nearest Neighbor (KNN), Support Vector Machine (SVM), and 

Classification and Regression Trees (CART).
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According to the authors, ANFIS performs the best results for actual data of all the datasets. ANFIS performs 

well for a fewer number of genes (Mahmoudi, Lahijan and Kanan, 2013). Furthermore, several breast cancer 

prediction models have been built based on ANFIS. Atashi, Nazeri, Abbasi, Dorri and Alijani (2017) proposed 

an ANFIS model for breast cancer detection. In this study the risk factors were divided into three priorities 

according to their degree of risk level, the fuzzified and the subtractive clustering method were used for their 

input with the same order. Randomly, the dataset was divided into two sets of 70% and 30% of the total items, 

and used for training and testing the new model. After the training, the system was separately tested with the 

Wisconsin and real clinical data; the system achieved high performance using the second dataset (Atashi et 

al., 2017). Huang, Hung, Lee, Li, and Wang (2012) proposed a CBR system with two feature ranking 

algorithms, PSO-Based ANN and ANFIS for breast cancer classification application. According to the 

authors, the ANFIS shows characteristics of fast and proper learning with the ability to use both linguistic 

information and the data information and good generalization capability (Huang et al., 2012).

As shown in the above-mentioned literature, the Adaptive Network based Fuzzy Inference System (ANFIS) 

has been used significantly in the medical domain which needs accurate results in prediction due to the critical 

data it used. According to the previous literature, the ANFIS approach has proved good performance and high 

efficiency in classifying and predicting medical problems.   

ANFIS classification techniques have been used widely in EDM, especially in predicting students’ 

performance. The following literature used ANFIS as a classifier in EDM:

Altaher and BaRukab (2017) proposed the Adaptive Neuro-Fuzzy Inference system (ANFIS) to assist students

in improving their academic achievements by predicting their academic performance. They built a model 

consisting of two steps. First, the grades of the students in the previous test are pre-processed by normalizing 

their grades in order to optimize the accuracy and performance of the prediction. Second, the ANFIS is 

employed to discover the students’ performance in the next semester. They used three separate ANFIS 

models, ANFIS-GaussMF, ANFIS-TriMF, and ANFIS-GbellMF, that applied various membership functions 

to optimize fuzzy rules for the prediction process of the students’ performance. The experimental results 

showed the superiority of ANFIS-GbellMF compared with other ANFIS models with a Root Mean Square 

Error (Altaher and BaRukab, 2017) .
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Iraji, Aboutalebi, Seyedaghaee, and Tosinia (2012) proposed a smart method which can divide and 

categorize students based on students' performance factor. The system is proposed through learning 

vector quantization (LVQ) methods, based on ANFIS technique to categorize students according to their 

learning performance factors. In the proposed system, ANFIS achieved the lowest error ratio and can be 

employed as an efficient classification model for categorizing students (Saber Iraji et al., 2012).

Ghosh et al (2014) used an ANFIS approach with several datasets to predict students’ performance. The 

used methodology applied a fuzzification matrix as there was an association between the input patterns 

and the degree of membership in several classes. According to the level of membership degree a model 

would be assigned to a certain class. They implemented this technique to 10 benchmark data sets from 

the UCI machine learning warehouse for classification. They evaluated the proposed model by 

comparing its achievement with multiple robust supervised classification algorithms, Radial Basis 

Function Neural Network (RBFNN) and ANFIS algorithm. They then tested the efficiency by using 

several measurements, like Kappa statistic -accuracy, root-mean square error, TP rate, FP rate recall, 

precision recall, and F-score (Kar, Das and Ghosh, 2014).

Taylan & Karagözoğlu (2009) presented an approach based on ANFIS to building a fuzzy conclusion 

network to help in predicting learners' performance. The authors used exam, major, second, final and 

achievements evolution as attribute inputs, and the output was a learner’s academic achievement. The 

authors applied an actual dataset collected from the learner’s performance in a certain course. The results 

indicated the ability of the ANFIS model to create the similar outputs as the statistical technique (Taylan 

and Karagözoǧlu, 2009).

Yusof et al., (2012) used a Neuro-Fuzzy system based on fuzzy set theory to build a model to define a learner’s 

academic performance. The authors applied four features, grade, time, number of ties, and help, to divide 

learner performance into three classes. In their work, a fully fuzzy rule base has been decreased to a 

summarized fuzzy rule base. This model was able to define the most effective features that could be employed 

to describe the decision system (Yusof et al., 2012).

Do and Chen (2013) conducted a comparative study of hierarchical ANFIS and ANN in predicting student 

academic performance. They used two models, the hierarchical ANFIS and ANN, to predict student academic 

performance. The performance statistics of the hierarchical ANFIS model were compared to those of the ANN 
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technique by using several measures such as MAPE (Mean Absolute Percentage Error), RMSE (Root Mean 

Square Error), MAE, and R achieved. The hierarchical ANFIS model gained the best overall performance in 

all measures (Do and Chen, 2013).

Nagpal, Mehrotra and Bhatia, (2016) proposed a model based on an adaptive neuro-fuzzy Inference system 

(ANFIS) in the prediction of the anxiety of students, using a hybrid learning algorithm to enhance the 

prediction based on the conventional model using a questioner. Here, first-order Sugeno fuzzy model 

considered whose inputs are adapted via a hybrid learning technique. The efficiency of the proposed method 

was tested in terms of prediction errors. It was discovered that both MAPE and RMSE decreased significantly. 

The results indicate that the fusion of fuzzy logic and neural network with a hybrid learning algorithm can be 

very helpful in Psychological research (Nagpal, Mehrotra and Bhatia, 2016). 

Pujianto and Sunyoto (2018) proposed an ANFIS model to build a support system for scholarship prediction. 

This model can act like the human brain’s neural network to convert a problem into a form of neurons or 

equations as a basis for finding a decision or prediction. The authors applied a technique of artificial neural 

networks applying the backpropagation method with an accuracy of 0.9090 and MAE 0.0001017 on the epoch 

to 329. They tested the performance using 3000 data via the K-3 Fold Validation test and 0.2 learning rate 

configuration and 0.2 momentum (Pujianto, Kusrini and Sunyoto, 2018).

Rathore and Jayanthi (2017) used an adaptive neuro-fuzzy inference system (ANFIS) to develop a predication 

classifier to categorize the students’ data taken from placement and training systems from large institutions. 

The proposed ANFIS prediction model will categorize the student data in a simple way and will be helpful to 

several educational institutions. Their fuzzy inference system has been used to discover student achievement 

which will help to find the achievement of all students and give a chance to enhance performance. They 

categorize the student’s dataset for placement and non-placement classes (Rathore and Jayanthi, 2017).

Maitra, Madan and Mahajan (2018) presented an adaptive neuro-fuzzy inference system with 

backpropagation method in order to build a model for predicting student performance progression, which 

depends on the trends of previous performances. The model used MATLAB R2018a software and they tested 

this model by using a real-time data set. Also, the testing phase included comparing the result with other 

actual data sets from several universities. According to the authors, this model performs well in predicting 

students’ performance (Maitra, Madan and Mahajan, 2018).
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Eti (2018) introduced a simplified implementation, simulating ANFIS training errors using data of students �

results. The major aim of this approach is defining ANFIS training errors. He used a predefined laptop and 

Matrix Laboratory (Matlab) in the experiment as simulation tools. Matlab as a simulator provided the training 

error interface, the validation interface, and the fuzzy inference interfaces. The main goal of the proposed 

models to train the ANFIS provides a training error with 8.3252e-005 confirmed in the first period. This was 

subsequently followed by an average testing error of 8.325e-005. The minute errors indicate good efficiency 

using ANFIS.

Shana and Abdulla (2015) used an ANFIS technique to discover the graduation grades of a student in first 

semester at the university. The dataset used contained 200 students’ data from two different colleges. The 

ANFIS was trained with 150 training samples. They concluded two important points: the collected student 

data such as grades used for training usually formed as ranges value that is not fit for all machine learning 

techniques. The second point is that the prediction model uses a neuro-fuzzy approach that could predict the 

AGPA with a high accuracy rate (Shana and Abdulla, 2015).

Yusof, Zin, Yassin and Samsuri (2009) proposed an evaluation model based on ANFIS to estimate learners’ 

achievement and efficiency level in programming method courses. They used an ANFIS approach to 

investigate the possible terms to create a fuzzy rule-based system of a learner model. The backpropagation is 

applied as the learning approach for the neural network to fix the shortage in the decisions taken by human 

experts. According to the authors, by training the neural network with 18 human experts that are clear, the 

neural network has correctly obtained other decisions to create a completed fuzzy rule base and can modify 

its parameter by learning approach. Some of the decisions are illogically categorized (Yusof et al., 2009). 

Ouguengay, Elfaddouli and Bennani (2015) studied a certain issue of educational assessment of reading and 

writing competencies’ acquisition assessment in education for the Amazigh language, according to the 

activities of the students, with exam assessment. This exam consists of varied items and is done in a learning 

management system platform. They proposed an online model applying artificial intelligence practices, 

specifically multi-input–multi-output adaptive neuro-fuzzy inference system, also CANFIS for co-active 

ANFIS. To optimize the performance of the proposed work they used the fuzzy analytical hierarchy process 

(FAHP) approach for the preparation of fuzzified training data which may enhance the illustration of the 

linguistics of competency evaluation problem (Ouguengay, El Faddouli and Bennani, 2015).
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As stated in the previous literature, the neuro-fuzzy approach has been used significantly in classification 

problems and has achieved high accuracy in prediction rates for almost all the above-mentioned studies. After 

reviewing the literature about ANFIS, we have noted that there are no studies using the ANFIS approach to 

build classifier models for the employability problem. The previous two reasons motivate us to build a 

classification model that can predict CS and IT graduates� employment status using the ANFIS approach.  

2.4 Use of Data Mining and Neural Networks in employability:

Data mining has been used in different fields due to its ability to efficiently deal with a huge amount of data. 

Currently, researchers, universities and higher educational institutions have begun investigating the power of 

data mining in analysing academic data. The purpose of this thesis is to predict the chance of graduate 

employability after graduation from Jordanian universities. Although many research studies have attempted

to predict students’ performance that may lead to employability, employability prediction itself is still not 

widely known in research fields. Before discussing data mining techniques that have been used in 

employability we should define the term of employability in general. The following illustrates the definitions 

and history of employability. Additionally, the problem of CS graduates’ employability in a country like 

Jordan is important because, generally, the expectation from parents, graduates, curriculum designers, and 

government sponsors and employers is that organizations of higher education should emphasize the alignment 

between what is learnt at university and what is required by the work force. For graduates, acquiring 

employability skills is significant because while many employers are willing to fund training to assist 

employees acquire more sophisticated job-related skills, it has been stated that employers are not prepared to 

help people develop the skills that are regarded as a basic requirement for employment (Ramlall, 2004).

Furthermore, in a developing country like Jordan, many families are dependent on the income of 

university/college graduates, leading to dissatisfaction when their children find it hard to find employment 

upon graduation; which made it urgent and complex at the same time to reach the most effective skills 

affecting the CS employability. 

Many classification techniques are used for employment purposes. Bayesian method and the Tree method are 

used in a study to build a classification model for the employment problem and the data collected from 

graduate profiles at the Maejo University in Thailand (M. and A., 2016). The authors reached a model to be 

used for predicting if the graduates would graduate or not, while the current study aims for comparing numbers
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of DM algorithms to predict CS graduates’ employability which would help all of graduates, students, parents, 

and educational institutions as well. All of the compared algorithms are applied with the neural networks as 

neural networks are machine learning algorithms that provide accuracy in many cases (Svozil, Kvasnička and 

Pospíchal, 1997). Also, these techniques are considered as effective in increasing the model’s ability to learn 

features (Neapolitan and Neapolitan, 2018) which is needed for the current research study.

Adding to all of the above, the following points show the importance of using NNs in the current research 

study;

1. NNs are able to learn and model non-linear and multifaceted relationships (Várkonyi-Kóczy, Tusor and 

Bukor, 2014), which is really significant because in real life, many of the relationships between inputs and 

outputs are non-linear as well as complex (Ehret et al., 2015).

2. NNs also can imply hidden relationships on unseen data as well, thus making the model generalize and 

predict on unseen data (Pimparkar et al., 2019).

3. Unlike many other prediction techniques, NNs do not force any restrictions on the input variables (like how 

they should be distributed) (Schaap and Bouten, 1996). In addition to that, many research studies have shown 

that NNs can better model data with high instability and non-constant modification, given its ability to learn 

hidden relationships in the data without imposing any fixed relationships in the data (Jia et al., 2019). 

4. A neural network is a sequence of algorithms that endeavours to consider underlying relationships in a 

group of data by a function that imitates the way the human brain works. In this sense, neural networks refer 

to systems of neurons, either organic or artificial in nature (Jang et al., 2019). Neural networks can adapt to 

altering input; so the network makes the possible result without needing to redesign the output criteria, which 

made it suitable to be used with the current research problem. 

5. The data structures and functionality of neural networks are designed to simulate associative memory. 

Neural networks learn by dealing with examples, each of which has a known input”; which in our study is “a 

CS graduate”, and “result” is “employed or not in our research” forming probability-weighted relationships 

between the two, which are saved within the data structure of the net itself.
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2.4.1 Data Analytics, Educational Data Mining, and Employability definitions

Many large organizations gather great amounts of data each day in a geographically distributed fashion, 

at data centers around the globe. Despite their geographically different sources the data must be processed 

and analyzed as a whole to extract insight. In one study, the author called the task of providing large-

scale geo-distributed analytics Wide-Area Big Data (WABD) (Maroosis, 2018). From this perspective,

and the growing interest in data and analytics in education, teaching, and learning, the need for high-

quality research into the models, methods, technologies, and influence of analytics is increased. Two 

research groups, Educational Data Mining (EDM) and Learning Analytics, have developed separately to 

achieve this priority. Literature argues for increased and proper communication with collaboration 

between these communities in order to share research, methods, and tools for data mining and analysis 

in the service of developing both fields (Siemens and Baker, 2012). For more than a decade, much 

business discourse has occurred about the issue of employability specifically about Jordan and, generally, 

about the world’s labour markets. None of the discussions has investigated enough to provide a strong, 

actionable, framework for labour market stakeholders, education, business, government and skill training 

suppliers, to take real steps toward better employability. Currently, the term “employability” is reduced 

to being a word that hardly helps scratch the surface of the mammoth problem. Consequently, handling 

employability as an analytical task helps researchers get to the multiple attributes that affect it. Moreover, 

it helps figure the interdependencies among attributes so researchers and scientists can create the 

significance of cause and effect (Sheikh, 2013). 

More recently, a set of research studies used data analytics techniques to find a solution for the 

employability issue. Twelve strategies are identified in the literature that have been empirically 

connected to improvements in graduate employability. A survey methodology was applied to examine 

self-reported use on these strategies among four stakeholder communities. A set of questions was

addressed to students and to higher education career improvement professionals and educators and to 

employers. Across the four stakeholder groups, 705 responses were obtained and analysed. The findings 

were inconsistencies between the strategies stated in the literature and those indicated in the surveys, as 

well as discrepancies between stakeholder groups in regard to which strategies were indicated (Kinash 

et al., 2016). 
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The term "employability" has so far not had a clear definition, and many researchers have defined the 

concept of employability differently:

Hillage and Pollard (1998) defined it as a set of skills, understandings and personal attributes that give 

graduates more chance to get employment and be successful in their chosen occupations, which benefits 

themselves, the workforce, the community and the economy (Hillage and Pollard, 1998). According to Hillage 

and Pollard (1998), the following factors can be recognized within most definitions of employability:

- The capacity to obtain an initial employment

- The ability to have a job while at the same time keeping the transitions between jobs and tasks 

within the same institution to meet new job requirements.

- The ability to find new employment if needed

- The quality of work or employment.

Yorke (2006) defined it as a group of features, competences and knowledge that all labour market members 

should own to certify they have the capability of being applicable for the workplace to the benefit of 

themselves, their employer and the institution economy (Yorke and Knight, 2006).

As noted from the above definitions of employability, the factors that may affect employability are varied and 

are not clear enough, which opens the door for researchers to explore and discover more factors that may 

influence employability.      

2.4.1.1 Conceptual Distinctions about Employability definitions:

The concept of employability has been differently conceptualized and operationalized in a number of 

managerial and technical research studies that support an explanation with a list of emphasized employability

attributes. The following table presents different definitions of employability with focused terms from 

different points of view:

No Term Definition Source
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1 Employability with an 

individual and 

organizational levels 

Employability is a set of accomplishments 

which represent a critical but insufficient 

circumstances for the acquisition of 

employment (that is dependent on the current 

situation of the economy). At the same time, 

the author defined the term ‘employability

considerably more multifaceted than some 

advocates of ‘core’, ‘key’ and ‘transferable

abilities have been recommended by some 

authors, and is intensely aligned with the 

academic valuing of powerful learning.

(Yorke, 2005)

2 Employability and 

adaptability 

Employability is holding a group of skills, 

knowledge, understanding and individual 

characteristics that make an individual more 

likely to select occupations in which they

be satisfied and successful. As an employee, 

it is important to carry on frequen

developing the labour market. They will’ need 

to display that they respond to change 

positively and can adjust rapidly while still 

working productively to a high level.
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(Pool, Qualter and Sewell, 

2014b)

3 Employability and 

entrepreneurship

It has become obvious that the term 

‘employability’ is habitually used 

inaccurately and carelessly with ‘enterprise

which in turn is confused with 

‘entrepreneurship’. Confusion between 

enterprise and entrepreneurship was 

acknowledged some years ago, as they 

suggested that it was likely to discriminate 

between: ‘business entrepreneurship’ –

encouraging learners to carry out their own 

businesses; ‘working in enterprises’

‘being enterprising’ – being advanced, 

distinguishing opportunities and having risks 

and challenges. The concept ‘enterprise’ was 

used for a number of years in higher 

educational institutions to label many tasks 

that we now incorporate with the term 

‘employability’. Moreover, since the concept 

‘employability’ is being used more 

extensively in the higher educational sector, 

the area for confusion has become broadly 

used and the necessity for clarity more urgent.(Sewell and Dacre Pool, 

2010)

4 Employability and 

remaining competitive

Studying at university supports an advantage 

in the future career. Someone’s qualifications

such as being a graduate, and the subject 



52

he/she specialized in or the final grade they 

attained may be related to some employers. 

Moreover, despite having a first-class degree 

and a related major for the career they want, 

they will most likely be competing against 

other employees who have the same or similar 

academic qualifications. Therefore, it’s their 

employability, the distinctive mix of 

qualifications, abilities and personal skills that 

they have, which would allow them to 

distinguished from the group. 

(Kundi et al., 2017)

5 Employability and 

individual goals 

People should improve their skills in order 

handle the great range of obstacles which are 

presently found in the world: media 

authorization for a real and democratic 

citizenship, knowledge acquisition and 

discussion for lifetime and life-wide learning, 

21st century skills for corresponding demand

and supply in workforce markets, and 

employability for random future career 

success. One area of equipment towards

fulfilling these goals is online education, in 

which learners have the opportunity to lead 

their own time, content, and objectives. 

(Martínez-Cerdá et al., 

2018)
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Table 2. 1 Employability definitions

2.4.1.2 The History of Employability and its standards in the Middle East:

Employability plays a vital part in updating workforce market policy all over the world’s regions (Fransen et 

al., 2019). A number of research studies have investigated previous implementations of the term of 

employability and explained its value as an exploratory conception and a theory for policy analysis. Also they

have outlined the improvement of the concept, showed its importance in the recent workforce market and its 

different strategies (with particular reference to the UK) and tried to determine an approach to explaining 

employability that can better suggest workforce market policy, by exceeding explanations of employment and 

unemployment status that emphasize either supply-side or demand-side variables (Nickson et al., 2012). 

Despite that fact that the literature provides a range of definitions of ‘employability’, many policy-makers 

currently use the concept as explanation for ‘the individual’s employability skills and attributes’ (McQuaid 

and Lindsay, 2005).

On the other hand, another number of research papers define employability as conceptualized as a 

multidimensional form of work-certain adaptability that allows employees to determine and understand career 

opportunities. According to other research studies, people who hold high levels of employability are expected 

to earn the reimbursements of active adaptability. Another point cited through this group of research studies 

is that not only does the person-cantered and active adaptation support the conceptual fundamentals for the 

paradigm of employability, but it also supports the conceptual cement that adheres the element dimensions of 

employability. Also, the authors emphasize that career individuality is similar to paradigms of role 

individuality, occupational individuality, and institutional identity in that they all indicate how individuals 

introduce themselves in a specific work context. Personal adaptability donates both institutional performance 

and career achievement as it allows individuals to stay creative and attractive to employers in frequently 

changing work areas (Helens-Hart, 2015).

Tymon (2013) stated that in the face of recent deliberations about what should be done in the field of 

employability, most higher education organizations embrace the improvement of employability skills and 
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qualifications within their prospectuses. Despite all of this, employers state that graduates are not ready to 

join the labour market, having a lack of some required and basic skills for fruitful employability future. 

Research studies on why this might be including the viewpoints of several shareholders: governmental sectors, 

managers, higher educational institutions and graduates themselves. Remarkably though, the opinions of 

undergraduates, the beneficiaries of this employability progress, are not well defined. Undeniably, learners’

insights are very important as learning theory informs us that the enthusiasm and commitment of learners are

vital requirements for effective consequences. So the main question here is whether undergraduate students 

are involved in the progress of employability skills (Tymon, 2013). Tymon (2013) investigated the opinions 

of over 400 business studies, marketing, and human resource management undergraduate students about the 

future of employability. Results recommended that there is only little arrangement between the opinions of 

students and other stakeholder communities. There are differentiations between first, second and final year 

students, which could explain an observed lack of involvement with employability-related progress. Some 

recommendations for developing involvement are given, together with ideas on what can, persuasively, be 

done within higher educational organizations.

From all of the above, employability as an international and national term it needs a certain set of standards

and qualifications in order to achieve its goals (Winterton and Haworth, 2013). A number of countries in the 

Middle East region follows certain standards and it has its own laws and regulations in hiring people. In this 

regard, a very limited number of research studies had been conducted to investigate the level or females’ 

readiness to join the field of work and the results mostly referred to the significant effect of the final grade 

point of them on getting hired in different sectors (El-Temtamy, Kathleen O’Neill and Midraj, 2016). 

Achieving a high rate of employment is a critical challenge for any government. Jordan is such any Middle 

East country seeks to achieve this rate but it is all the most difficult in Jordan as more than half of its people 

are teenagers. Young people unemployment speed has continued in the double figures for more than 100 

years, and females’ contribution in the work force is between the smallest in the world. For this reason, Jordan 

developed The National Employment Strategy (NES) to recognize the points by which the interference may 

has an impact for fixing unemployment irregularities and improving employability.

In order to make this unit effective, it should cover the following points: 
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- The first point came from the most effective factor affecting the employability rates in Jordan such as 

social norms, education, and working conditions, business owners 

- The second point came from Jordan’s restricted sources and the persistent description of the 

unemployment problem. 

- lastly, boosting employability necessitates a reliable and continuous exertion for the medium and long 

term. (Hassan, 2011/2020)

2.4.1.3 The Historical Revolution of Employability:

In the last few decades, employability has had different definitions, along with a number of required skills 

and qualifications. This point became obvious through a number of research studies conducted all over the 

world; one study investigated the skills required for the employability of engineering graduates from 

employers’ points of view. Around 180 employers from different sectors of engineering in Peninsular 

Malaysia participated in this research study. The researcher adapted a questionnaire from the SCANS model 

as an instrument of the study. The findings showed that the employers insisted that graduates must have a 

high level of academic skills to get employed, also the company size came as a non-significant variable 

affecting employability rates. Additionally, the author emphasized the importance of having a high level of 

technological information to get employed, according to the respondents’ answers (Husain et al., 2010).

Another research study discovered that technical graduates are lacking in employability skills and 

qualifications. Also, employability competences are vital in outcome-based education; the basic objective of 

this research study was to build an Employability Skills Assessment Tool to assess learners and assist 

instructors to develop graduates proficient in the employability skills required by the workforce. The 

employability skills assessment tool was built by the Kepner-Tregoe (K-T) approach. Participants were 107 

employers from five kinds of Malaysian manufacturing industries. The results revealed that employers 

strongly agreed on the importance for all seven of the employability skills: personal skills, intellectual skills, 

interpersonal qualities/ethics, resource qualities, system and amp; technology skills, basic skills and 

informational qualities. These skills were categorized and selected as components for the employability skills 

evaluation tool. The tool, once established, was tested and validated by industrial employers and lecturers in 

organizations. The agreement quantity was found to be between substantial agreement and almost absolute 

agreement (Rasul et al., 2012).
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Despite endeavours to widen the terms of graduate employability, there remains a primary focus on rising 

industry-relevant employability requirements. The skills-based approach is, however, too limited and does 

not completely resolve the complication of graduate work-readiness. Another type of research paper argued 

for the re-conceptualizing of graduate employability by supporting pre-professional identity (PPI) 

development. The author stated that PPI associates to an identification of and link with the skills, qualities, 

behaviour, culture and thought of a student’s proposed occupation. The ‘communities of practice’ model was 

extended upon to prove how PPI can be built during university years. Also, a learner makes sense of his/her 

future career through numerous memberships and differing types of engagement with various institutions 

within higher education’s ‘landscape of practice’. Moreover, the writer of this research study gave an example 

of institutions with professional connotations, learner societies, job facilities and employers, and a number of 

suggestions for stakeholders are deliberated (Jackson, 2016).

Another type of research study came as systematic reviews from literature provided the idea of generalizing 

the concept of employability as a major issue discussed in different research gates such as Springer Science

+ Business Media Dordrecht. As professionals, they are concerned with the employability issue in different 

nations: those facing unfavourable economic situations. The employability hypothesis characterizes a 

scientific obstacle in order to improve the understanding of the relationship between what matters to the career 

searchers ‘and the prospects of the world of vocation. This research study presented a review of the term of 

employability. Three main views (educational and governmental, institutional, and personal) that are not 

exclusive can be recognized. The determined systematic review focuses on the importance of assuming a 

systemic integrative method and a broader clarification of employability. The researcher recommended a 

research plan to improve the theory and implementations of the term of employability for the future use

(Truong, Laura and Shaw, 2018). From all of the above, it can be seen that the concept of employability comes

in different areas of the literature with different meanings, obstacles, and requirements. Also, the 

employability requirements are different according to the graduates’ academic and personal skills as classified 

by the researchers.

2.5 The evolution of predictive models in the fields of Education and Employability:

The field of education carries out an essential task in the improvement of a population’s economy and 

development. It promises to refresh the regions by providing a consistent and qualified workforce to different 
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societies. Also, higher education is the fundamental for adopting the talent, the basic factor for enriching the 

quality of public human capital, and the major technique to promote a population’s competitive status. 

Consequently, research in improving higher education is an essential field and is fundamentally needed. To 

come up with a clearer point of view, different organizations are using cutting edge technologies such as 

artificial intelligence, deep neural network, and data mining on the huge amounts of data produced from the 

educational domain, like academic, social, demographic data of learners, and teachers� data as well. The data 

created in the educational organizations can provide deep insight into the educational system’s relationship

with the employment system (Dutt, Ismail and Herawan, 2017). Furthermore, improving employability skills 

has been noted as a critical task within any management organization in the world’s different sectors (Little, 

2011). Employers’ requirements and also the augmentation of learners’ skill competences should be taken 

into consideration to convey future skills assessments (Zwane, Du Plessis and Slabbert, 2014). While the 

requirements of employers differ from the skills that are presented by graduates, a number of research studies 

with different techniques have been conducted in order to address this gap between what is supplied by the 

educational sector and what is demanded by the employment sectors (Zwane, Du Plessis and Slabbert, 2017).

Moreover, the relation between graduation rates and employability markets� requirements has become one of 

the most critical issues in our societies (Tuma and Pratt, 1982). From this perspective many research studies 

are conducted in order to minimize the gap between Computer Science (CS) and Information Technology 

(IT) graduating students’ numbers and the desire to get employment (Marchante et al., 2003).  The following 

key ideas are stated by different authors in the literature about the most effective factors that would affect 

their prospects for employment:

- A group of research studies results confirmed three effective factors that had a direct influence on IT 

employability, which consist of IT core, IT_professional, and gender (Piad, 2018). Another point of 

view which has become clearer is that national employers consider the absence of essential soft skills 

to be hindering the graduates from national public colleges from securing employment (Williams, 

2015).

- In addition, some research studies stated that the policy of the countries focused on places of 

employment, with the idea that the economic benefits of people and the reasonable improvement of 

countries are approached to emphasize the knowledge, skills and initiatives of the workforce. These 
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points together with degree-level credentials come to play an essential role in handling the 

‘knowledge-driven’ economy of the future (Brown, Hesketh and Williams, 2013).

- Another group of researchers combined both of the market demands (employability) and the university

graduates (supply) to improve the future of both sides (Aamodt and Havnes, 2008).

A further group of research studies found that the most effective factors affecting the term of self-

employability is its consideration as the research area in this domain because it can provide researchers with 

some arguments and recommendations on how to narrow the gap between what is supplied and what is 

demanded (Branine and Avramenko, 2015). From this view point, the current research study will provide a 

real statistical analysis of CS and IT graduating students who joined the labour market, did not join, and are 

in an undetermined situation. After that a prediction model will be formed in order to classify the newly 

registered students in the same majors in all UAE universities which will be coming as a compilation of a 

number of research study approaches, such as (Piironen and Vehtari, 2017).

2.6 The historical relationship between Education, prediction models, and the evolution 
of Data Mining:

Nowadays graduates’ employability is a main issue for the organizations proposing higher education and a 

technique for early expectation of employability of the graduates is usually necessary to take an appropriate 

decision (Bridgstock, 2009). 

A number of research studies apply several classification procedures of data mining, such as Bayesian 

methods, Multilayer Perceptron’s and Sequential Minimal Optimization (SMO), ensemble techniques and 

decision trees, to predict the employability of Master of Computer Applications (MCA) learners and find the 

algorithm which is most suitable for this issue (Mishra, Kumar and Gupta, 2016a). 

In the same vein, another study assured the importance of data mining techniques in the educational field 

related to the history of graduates’ employment (Berland, Baker and Blikstein, 2014).  Further, data mining 

has been implemented in diverse fields because of its capacity to promptly study massive volumes of data. 

The cited study in this regard aimed to construct the Graduates Employment Model with a classification task 

in data mining, and to contrast some data-mining techniques such as Bayesian method and the Tree method. 

The Bayesian technique contains five algorithms, such as AODE, BayesNet, HNB, Naive Bayes, WAODE. 

The Tree technique contains five algorithms, such as BFTree, NBTree, REPTree, ID3, C4.5. The study 
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research handles a classification task in WEKA, and the authors compared the findings of each algorithm, as 

different classification models were produced. In order to authenticate the produced model, the experiments 

were constructed with authentic data gathered from graduate profiles at the Maejo University in Thailand. 

The intended model is used for expecting whether a graduate was employed, unemployed, or in an 

unidentified case (Pääkkönen et al., 2013).

Moreover, a number of studies have focused on the required qualifications for improving the future 

employability (Thijssen, Van Der Heijden and Rocco, 2008). With the current massive focus on academic 

principles, features and graduate employability consequences, Australian Higher Education organizations 

have an enhanced need to improve and develop feedback instruments to help and support graduate 

employability results. Another paper states the improvement of the Graduate Employability Indicators (GEI), 

a set of surveys for graduates, employers and instructors, of the significance of 14 employment competences 

for graduate place of work accomplishment and their determination by prospective graduates until five years 

out. These surveys were assigned through an ALTC permit, Building course team ability for graduate 

employability, a collaborative project between Curtin University, RMIT University, University of Southern 

Queensland and Victoria University. The paper sets out the relationships and differentiations between the GEI 

and other pointers; such as the Australian Graduate Pathways Survey (GPS), the Australasian Survey of 

Student Engagement (AUSSE) and the National Survey of Student Engagement (NSSE), revealing its 

conceivable implementation in local and international benchmarking actions. Summary visual data on the 

viewpoints of graduates from one of the preliminary surveys is also constructed to determine the kind of data 

that can be collected from the surveys (Oliver and Jorre de St Jorre, 2018).Also, in Educational Data Mining 

(EDM) there is too much imprecise input information, ambiguity or vagueness in input data, thus a lot of 

problems can occur during the classification process (Hernández-Blanco et al., 2019). Fuzzy logic is a 

mathematical model proposed by Lotfi Zadeh in 1965 to solve this problem observed with conventional 

computer logic while manipulating the imprecise and vague data (Zadeh and Aliev, 2018). Fuzzy logic is an 

approach to computing based on degrees of truth (degrees of membership of specific class) rather than crisp 

logic, true or false, on which the modern computer is based (Anderson et al., 2009). 

Fuzzy logic is a computational paradigm based on the manner of human thinking; it deals with the problems 

in the same manner as the human brain works, where it takes imprecise input then produce the precise (e.g. 

grade is excellent, income is high).
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Fuzzy logic can make development and implementation much simpler, and the techniques can give higher 

accuracy than other conventional techniques (Lingala et al., 2014).

Neuro-fuzzy algorithms combine neural networks with fuzzy logic where the fuzzy logic system builds 

according to the structure of the neural network.  

There are two neuro-fuzzy systems:

1. Mamdani approach. The main characteristics of this approach are:

a. There is output membership function in this technique

b. The output of this approach is crisp value which is produced through the defuzzification process 

c. This approach can take multiple inputs then produce single or multiple outputs 

d. High interpretability 

e. The design of the system in this approach is not inelastic

2. Sugeno’s approach: the main characteristics are:

a. There is no output membership function in this technique

b. No need for defuzzification because the output of the last layer is crisp value

c. It takes multiple inputs then produce single output and it cannot produce multiple outputs 

d. There is a problem with interpretability 

e. The system design can be elastic. 

The two techniques, Neural networks and fuzzy logic could be integrated by two different ways:

1- Neuro-Fuzzy System (NFS)

A fuzzy logic is represented using the structure of the neural networks (NN) and trained using either a 

backpropagation (BP) algorithm or genetic algorithm (GA). The purpose is to enhance the performance of 

the fuzzy reasoning tool by representing the fuzzy system using NN structure and the network is trained 

using BPGA.

2- Fuzzy Neural Network (FNN)

The neurons of the neural networks are built using fuzzy set theory (‘Proceedings of the International 

Conference on Soft Computing for Problem Solving, SocProS 2011’, 2012); this method actually can be 

developed using three different ways:

1- Fuzzy input with real weight

2- Real input with fuzzy weight

3- Fuzzy input and fuzzy weight.
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The fuzzy neural network has not become popular; but the neuro fuzzy system is very popular and has a lot 

of real-life application.

The current research study uses the neuro-fuzzy algorithm called Adaptive Network-Based Fuzzy Inference 

System (ANFIS), which uses Sugeno’s approach in the fuzzy system. Additionally, an interesting topic 

presented by researchers in higher education is to examine the importance of data mining in studying data in 

order to improve the quality of provision and address the demands of their graduates. Therefore, educational 

data mining appears as one of the most appropriate instruments to investigate academic data to classify 

patterns and assist in decision making influencing the educational field (Han et al., 2007). This cited article 

predicts the employability of IT graduates, applying nine variables. First, a number of classification 

algorithms in data mining were examined producing logistic regression with accuracy of 78.4 is applied. 

According to logistic regression analysis, three academic variables clearly have an effect: IT_core, 

IT_professional and gender are illustrated as meaningful predictors for employability. The data was gathered 

from the five-year profiles of 515 graduates randomly selected from the employment office tracer study (Piad 

et al., 2016).

Adding to all of the above, it is essential to take a look at the other wing of employability which is the designers 

and constructors of the careers (Larson and Lockee, 2009). Many research studies all over the world had been 

conducted in this area; one study intended to emphasize improving a career proficiency model by exploring 

the relationships between career proficiency and career success from a career improvement viewpoint. The 

authors assured that career competencies explained in the cited study are an essential orientation for the 

designing of basic or general education programs in the hospitality area. Hospitality courses can propose a 

“hospitality career and employability” program that introduces courses such as career identification, career 

designing, self-management, job-seeking and success approaches, problem solving skills, ethics and security 

in the place of the work, manner, collaboration, and coordination and networking skills. The study 

implemented a questionnaire survey to gather data from a group of 277 participants at 36 international places 

and applied the AMOS statistical software group to do structural equation modelling (SEM) for analysis. The 

findings of this study explained that career competency model is a multifaceted concept including four 

competency scopes that affect the career fulfilment of some department employees in international tourist 

hotels. Particularly, the competencies related to “career modification and management” competency 

measurements were the most effective competencies for career success. The career competencies in this study 
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can serve as an orientation for people designing basic or general education programs in the hospitality field

(Wang and Tsai, 2014).

2.7 Data Mining Techniques Used for Employability:

This section delivers a detailed review of the literature regarding employability problem and how data mining 

techniques are widely implemented to support the study claim. Thus, the main sections introduced in the 

literature review highlight and discuss the most effective factors affect employment future. 

Some researchers focus on data mining methods and algorithms to predict graduates’ employability; others 

study the attributes that impact employability. The following literature studied attributes of employability.

Al-Janabi (2010) proposed an approach depending on features (knowledge areas) gained from the logged 

data of employment and university graduates. He presented a model for analysing data of the IT graduates 

according to the employability knowledge areas in order to predict feedback recommendations to enhance 

the IT programs’ teaching and learning resources and processes towards the improvement of the programs’

learning outcomes. Furthermore, Artificial neural networks came from attempts to simulate the biological 

neural system, where the human brain consists of neurons linked together via axons. Each neuron connects 

to the axon of other neurons via dendrites. The point of convergence between axon and dendrites is called a 

synapse. Scientists discovered the learning process of the brain is carried out by changes to the strength of 

synaptic connection between neurons. Artificial neural network (ANN) corresponds to a set of nodes, linked 

as in a brain. ANN process one record at a time; it classifies the record then it compares the classification 

process with the actual class of the record. If an error exists in classification, the error is fed back to the 

network to modify the second iteration and so on. ANN is a popular technique, usually used when high 

accuracy and superior learning capability is desired even if the available training data is not large. There are 

various ANN methods but the most popular one is the Multilayer Perceptron Backpropagation Network 

(MLPBPN) algorithm, which is used in most ANN research studies (Albawi, Mohammed and Al-Zawi, 

2018). Bezuidenhout (2011) developed the employability attributes framework (EAF). This framework 

illustrates a group of eight employability attributes that are considered as essential for boosting the 

probability of securing and sustaining employment opportunities (Bezuidenhout and Jeppesen, 2011). The 

EAF has the following eight measures: career self-management, cultural competence, career resilience, 
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proactivity, entrepreneurial orientation, sociability, self-efficacy, and emotional literacy. Sriram, Srinivas 

and Thammi (2014) presented a model to predict the attributes which play the main role in the employability 

of students. They used Maximally Specific Hypothesis in order to reduce the representation of rules. These 

hypotheses can be used to identify the key attributes needed for employability among graduates.

Isljamovic and Suknovic (2014) used different artificial neural network algorithms in order to find the best 

suited technique for prediction of students’ performance. Also, they studied which factors had a crucial 

influence on overall performance. The authors developed a method of multilayer neural network that has the 

ability to predict the success of students at the end of their studies. The main idea of their research was to 

make early prediction of students’ performance.

Thakar and Mehta (2017) studied the role of secondary attributes to enhance the prediction accuracy of 

students’ employability using data mining. They proved that prediction accuracy for students’ employability 

can be enhanced with the applying of secondary attributes such as personal, social, psychological and other 

environmental variables in the dataset.

The following are related to work that focused on the data mining methods or algorithms to predict graduate 

employability.

Piad (2018) proposed a technique to predict the employability of IT graduates. His study defines the influential 

attributes for supervised learning using data mining methods. He conducted a comparison between several 

classification data mining algorithms. These algorithms are Naive Bayes, J48, Simple Cart, Logistic 

Regression and Chaid Algorithms. The author proved that the Logistic Regression achieved the highest 

accuracy, and he found that three possible predictors with a direct effect on IT employability are the IT_core 

Subjects, IT_professional subjects and gender (Piad, 2018). 

Jantawan et al. (2013) used real data of graduate students of Maejo University in Thailand over three academic 

years. They conducted several experiments using algorithms of Bayesian Network and Decision Tree to 

predict whether a graduate has been employed, remains unemployed, or is in an undetermined situation after 

graduation (Jantawan and Tsai, 2013). 

Sapaat et al. (2011) built the graduates employability model using a classification method in data mining. To 

perform the classification, they used extracted data from web-based survey system from the Ministry of 
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Higher Education, Malaysia (MOHE) for the year 2009. Bayes algorithms were used to achieve classification. 

In addition, they compared the performance of Bayes algorithms against a number of tree-based algorithms. 

The comparison shows the superiority of the Decision Tree classification model over Bayes Network 

Classification Models (Sapaat et al., 2011).

Mishra et al. (2016) applied several classifiers to predict the employability of students and build an 

employability model based on proper classifiers. The authors used different classification methods of data 

mining such as Bayesian methods, Multilayer Perceptron’s and Sequential Minimal Optimization (SMO), 

Ensemble Methods and Decision Trees. They conducted a comparison between the classifiers to find the best 

classifier. A comparative study shows that J48 (a pruned C4. 5 decision tree) is most suitable for employability

(Mishra, Kumar and Gupta, 2016b). 

Khadilkar and Joshi (2017) proposed a predictive technique on employability using machine learning. In 

screening the resumes, they used text mining and appropriate weighting. They used several classifiers such 

as decision tree, K-NN, Naïve based approach, and Random Forest for employability prediction. Naïve based 

has the highest accuracy for the prediction of employability.

Rahman, Tan and Lim (2017) used supervised and unsupervised learning in data mining for employment 

prediction of fresh graduate students. These techniques were applied in features selection and determined the 

best model that can be used to predict the employment status of fresh graduates, either employed or 

unemployed. The algorithms in supervised and unsupervised learning, K-Nearest Neighbor, Naive Bayes, 

Decision Tree, Neural Network, Logistic Regression and Support Vector Machines, were compared to find 

which one achieved the best accuracy. They proved that K-Nearest Neighbor achieved the highest accuracy

(Rahman, Tan and Lim, 2017).

Othman, Shan, Yusoff and Kee (2018) proposed a model that uses data mining techniques to discover the 

most important features that affect graduates’ employability. They collected seven years of data (from 2011 

to 2017) through Malaysia’s Ministry of Education tracer study. The authors applied a set classification 

algorithms (three), Decision Tree, Support Vector Machines, and Artificial Neural Networks to develop the 

classification model, then compared them to reach the perfect performance. According to the authors, the 

decision tree J48 algorithm achieved higher accuracy compared to other algorithms, with a classification 

accuracy of 66.0651%, and it rose to 66.1824% after the process of parameter tuning. In their work, they 
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discovered seven variables affecting graduate employability: age, faculty, the field of study, co-curriculum, 

marital status, industrial internship and English skill. In addition to these variables, attribute age, industrial 

internship and faculty hold the information that influences the employability status (Othman et al., 2018).

Kumar and Babu (2019) applied supervised Machine Learning algorithms to analyse data collected from 

educational institutions to predict the employability of current students (not graduates). They collected the 

data from 500 students of several Engineering colleges in Hyderabad and used Supervised Machine Learning 

algorithms such as Decision Tree, Support Vector Machine, Gaussian Naïve Bayes and K-Nearest Neighbor 

to build an employability prediction model of students and to determine the factors affecting their

employability. They found that Decision Tree and Support Vector Machine outperformed the Gaussian Naïve 

Bayes and K-Nearest Neighbor, by predicting the employability of the students with 98% accuracy. Also, 

they found that factors such as communication skills, aptitude and reasoning skills, mentor, family income 

status, and the quality of teaching in college affect the employability of students (Kumar and Babu, 2019).

2.8 Chapter Summary:
Data mining techniques and algorithms have been implemented significantly in the education field to predict

helpful information. This information can be used by teachers to improve the performance of students, also 

to enhance learning materials. The abundance of data provided by different resources, such as LMSs, 

admission systems, and social media can be used in EDM techniques. Educational data mining can be 

categorized into two parts: the first part is statistics and visualization. The second part is web mining, which 

includes clustering, classification, outlier detection, association rule mining, and sequential pattern mining 

and text mining. Recently, employability prediction has attracted the attention of higher education institutions, 

due to the valuable information obtained that can assist in strategic planning. EDM is considered an essential 

technique in the employability prediction process. Studies of employability can be divided into two parts; the 

first part studied the techniques that have been used in performing the employability prediction task. The 

second part studied the impact of the attributes on employability prediction. The neuro-fuzzy approach which 

combines both neural networks and fuzzy logic approaches has been applied widely in performing 

classification tasks.
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3 Chapter 3. THEORETICAL FRAMEWORK

Supervised learning and unsupervised learning are considered as Machine Learning types (Ayodele, 

2010). The area of research which is emphasized in the current research study is the supervised learning 

area. Supervised machine learning happens when a model is trained on existing data that is correctly 

labelled (Kotsiantis, 2007). Regression and classification are two techniques applied when creating 

machine learning algorithms. Both regression machine learning algorithms and classification machine 

learning algorithms are categorized under the area of supervised machine learning. The main difference 

between classification and regression is that classification predicts a discrete value, while regression 

predicts a continuous value (Polamuri, 2014).

Classification is a technique that is used to assign items into categories or classes. This research tries to 

recognize data mining classification methods and apply them to predict the employability of IT and CS 

graduates. Machine Learning is a subsection of artificial intelligence which concentrates mainly on 

machines learning from their experience and making predictions due to this experience (Tiwari, 2017).

It empowers the computers (machines) to make data-driven decisions rather than being explicitly 

programmed for achieving a certain task. These programs or algorithms are designed in a way that they 

learn and develop over time when they are exposed to new data. 

Regression is the process of reaching a model that predicts a continuous value due to its input variables

(Huang, Cabral and Torre, 2016). In regression problems, the task is to mathematically estimate a 

mapping function (f) from the input variables (y) to the output variables (x). On the other hand, 

classification is the technique of reaching a model that splits input data into multiple discrete values. 

Consider the same dataset of all the students at a university. A classification task would be to use 

parameters, such as a student’s weight, or major, to determine whether they fall into the “Above Average” 

or “Below Average” category. Note that there are only two discrete labels in which the data is classified.

Consider a dataset that contains information about all the students in a university. An example of a 

regression task would be to predict the height of any student based on their gender, weight, major. We 

can do this because height is a continuous value and there is an infinite amount of possible values for a 

person’s height.
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As the current research study aims to predict the future of CS and IT graduates� employability and 

categorize graduates into employed and unemployed which are discrete values, classification is used to 

reach the research goal. The Adaptive Network-based Fuzzy Inference System (ANFIS) approach is 

compared in the current study with a number of classifiers in order to handle the classification task. This 

chapter provides a theoretical framework of classification as a type of supervised machine learning. We 

aim to develop a binary classification model to categorize employability status as either the graduate 

student is employed, or not.

In this regard, two phases will be used to perform classification tasks; a learning phase and a classification 

phase. In the first phase, a classification method constructs the classifier by analysing training data 

generated from datasets and their linked class labels. The class label attribute is categorical. Due to the 

existence of the class label of each training data, this phase is also called supervised learning.

In the second phase, the model is applied for classification of unknown instances. In this phase the 

classification model performance is verified and evaluated as well. There is a two-step procedure:

- Learning step: for building the classification model’s several algorithms in order to construct a 

classifier by training the model with the training set availability. After that, the model should be 

trained to predict the exact results (Tang, Alelyani and Liu, 2014).

- Classification step: the constructed model is applied to discover class labels and verification, then 

the model is tested on tested data and the classification rules’ accuracy is approximated

(Kesavaraj and Sukumaran, 2013). 

3.1 Major types of supervised learning methods 

Supervised learning is defined as the machine learning task of learning a function that draws an input to 

an output based on example input-output pairs. It implies a function from labelled training dataset 

contains a group of training instances. In supervised learning, each example is a pair containing an input 

object and a desired output value. A supervised learning algorithm studies the training dataset and creates 

an implied function, which can be used for mapping new instances. An optimal scenario allows the 

algorithm to correctly determine the class labels for unseen instances.
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In order to solve any given problem of supervised learning, the following steps should be followed:

1. Determine the data type that is used as a training set.

2. Collect the training dataset.

3. Consider the input feature representation of the learned function.

4. Define the input feature representation of the learned function.

5. Design the model by running the algorithm on the training dataset. 

6. Evaluate the model accuracy.

An extensive range of supervised learning algorithms are available, each with its strengths, accuracy, 

and weaknesses. There is no single learning algorithm that works best on all supervised learning 

problems based on no free lunch theorem (Wolpert, 1995). The following factors should be considered 

when selecting the supervised learning algorithm for certain problem;

1. Data heterogeneity; many algorithms are easier to apply such as Support Vector Machines, linear 

regression, logistic regression, neural networks, and nearest neighbor.

2. Data redundancy; some algorithms perform poorly such as linear regression, logistic regression, 

and distance based methods because of the numerical stability.

3. Presence of interactions and non-linearity; if there are complex interactions among features, 

algorithms such as decision trees and neural networks work better, because they are specially 

considered to find these interactions. 

3.2 Classification methods:

Classification is a supervised machine learning type, in which the algorithm learns from the data input 

given to it. After that, this learning is used to classify new instances (C., 1998). In other words, the 

training dataset is applied to find better borderline conditions which can be applied to define each target 

class; once such borderline conditions are defined, the next task is to predict the target class. Binary 

classifiers perform with two classes only or possible outcomes (example: positive or negative sentiment; 

whether graduate will be employed or not; etc), and Multiclass classifiers work with multiple classes 

(e.g.: to which grade a student belongs, whether an image is a cat or rabbit or dog, etc). Multiclass 

supposes that each sample is assigned to one and only one label (Sokolova and Lapalme, 2009).
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In this chapter we will discuss a set of classification methods, improving classification accuracy 

techniques, classifier evaluation techniques, and measure of attribute selection. In the first section, we 

will discuss a set of classification algorithms: DTC, MLP, SVM, Naïve Bayes, and ANFIS. 

3.2.1 Decision Tree Classifiers

This classifier is represented such as tree structure (Safavian and Landgrebe, 1991), where the features 

represent a tree; the first node in the flowchart is known as a root node, inner nodes indicate a test on 

feature, leaf nodes at the bottom of the tree represent a class label. Figure 3.1. illustrates the term of 

employability, that is, it finds if a graduate is employed or not. inner attributes are represented by squares, 

and leaf attributes are represented by circles. There are kinds of decision tree methods generate only 

binary trees, on the other hand, other kinds can generate non-binary trees.

Figure 3. 1 illustration of decision tree that represents employability status, denoting if a graduate student is 
employed or not

Given a certain data, for which the related class label is not set, the features values of the data are 

validated versus the graph. A path is drawn from the top of the tree to a leaf node, this includes the class 

prediction for a given data. Converting Decision trees to classification rules can be done easily. The 

representation of decision tree classifiers does not need any domain information and for that reason it is 

good for information discovery. Tree structures can manage multidimensional data. Representing the 

attributes in tree shape makes it easy to be interpreted by humans. Also, and according to the literature, 

decision trees have achieved good accuracy. For the previous reasons, decision tree classifiers are popular 
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and have been applied for classification in many application fields such as educational data mining 

applications.

Some of the decision tree algorithms are Hunt's Algorithm, ID3, C4.5, and CART. The first decision tree 

was ID3 (Amin, Indwiarti and Sibaroni, 2015); researchers then proposed C4.5 (a successor of ID3). 

ID3, C4.5, and CART follow a greedy method, in which decision trees are built in a top to bottom 

direction divide-and-conquer behavior. Decision tree algorithms begin with a training group of data and 

their linked class labels. The training set is repeatedly divided into smaller subsets as the tree is being 

constructed. Differences in decision tree algorithms include how the features are chosen in producing the 

tree and the techniques used for pruning (Bradford et al., 1998).

3.2.1.1 Tree Pruning:

After building the decision tree, many of the branches will reflect oddity in the training data due to missy 

data. Tree pruning methods solve this problem of overfitting the data. Pruning is a technique applied to deal 

with overfitting, that decreases the size of DTs by removing sections of the Tree that give little predictive or 

classification power. While overfitting is defined as the production of an analysis that corresponds too closely 

or exactly to a particular set of data, and may therefore fail to fit additional data or predict future observations 

reliably (Hawkins, 2004), an over-fitted model is a statistical model that contains more parameters than can 

be justified by the data (Rousseau and Mengersen, 2011). The essence of overfitting is to have unknowingly 

extracted some of the residual variation (the noise) as if that variation represented underlying model structure.

Such methods use statistical measures to clear the un-normal branches. An unpruned tree and a pruned version 

of it are represented in Figure 3.2. Pruned trees are smaller and, thus, easier to understand. They are usually 

faster at correctly classifying independent test data than unpruned trees.
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Figure 3. 2 An unpruned decision tree and a pruned version of it.

There are two methods to tree pruning: pre-pruning and post-pruning. In the pre-pruning method, a tree is 

“pruned” by limiting its construction in early stages, then the node is transformed to a leaf. The leaf may 

contain the most frequent class among the subset items or the prospect allocation of those items. The second 

method is post-pruning, which clears sub-trees from a “fully grown” tree. A sub-tree at a given node is pruned 

by removing its branches and replacing it with a leaf. The leaf is marked with the most frequent class among 

the sub-tree being replaced. 

3.2.2 Bayesian Classifiers:       

Bayesian classifiers are considered as statistical classifiers. They can discover class membership probabilities 

such as the probability that a given data belongs to a specific class. An example of a Bayesian classifier is 

naïve Bayesian classifier (Bielza and Larrañaga, 2014). 

The main idea of Naive Bayesian classifiers is to suppose that the influence of an attribute value on a given 

class is not linked to values of the other attributes. This assumption is known as class conditional 
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independence, because of that, we can call it “naïve”. Let X be a data sample: class label is undefined. and H 

is a hypothesis that X belongs to class C. For the Classification problem, we need to define P(H|X), the 

probability that the hypothesis holds given the recorded data sample X. P(H), the initial probability e.g., X 

will be employed, regardless of GPA, English level, etc. P(X): probability that sample data is observed and 

P(X|H) (posteriori probability), the probability of observing the sample X, given that the hypothesis holds. 

Given training data X, posteriori probability of a hypothesis H, P(H|X), follows the Bayes theorem

3.1

Predicts X belongs to C2 if the probability P (Ci |X) is the largest values among all the P(Ck|X) for all the k 

classes. A practical difficulty is that it needs initial information of many probabilities, at big computational 

cost.

The naïve Bayesian classifier performs as follows:

- D is a training set of items and their related class labels, and each data is described by an n-D attribute 

vector X = (x1, x2, …, xn).

- If we have m classes C1, C2, …, Cm.

- Classification is to find the largest posteriori, i.e., the maximal P (Ci |X).

- This can be represented as:

3.2

- Because P(X) is fixed values for all classes, only P (Ck|X) = P( X |C I ) P( C I ) requires to be   

maximized.

- A simplified assumption: attributes are conditionally free:

3. 3
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To calculate P( Ci|X ), we consider the following: 

- If Ak is categorical, P(Xk|Ci ) is the numbers of items in Ci having value Xk for Ak divided by |Ci, 

D| (numbers of items of Ci in D).

- If Ak is continuous-valued, P(Xk|Ci) is commonly calculated according to Gaussian distribution with 

a mean µ and standard deviation σ, defined as:

3.4

Also

3.5

- A null probability value stops the influences of all the other probabilities (on Ci) engaged in the 

product. Naïve Bayesian prediction needs each conditional probability to be greater than zero. Else, the 

predicted probabilities will be zero. A zero probability stops the influences of all the other probabilities (on 

Ci) engaged in the product.    

- Advantages of Naïve Bayesian Classifier (Dejaeger, Verbraken and Baesens, 2013) are:

- Easy to implement.

- Accepted outcomes achieved in most of the scenarios.

- Disadvantages of Naïve Bayesian Classifier (Xu, 2018):

- Assumption: class conditional independence, because of that less accuracy.

- Dependencies available among variables.

To handle the dependencies problem, Bayesian Belief Networks is used.

In our research we will apply Naïve Bayesian Classifier and compare its accuracy with our approach of neuro-

fuzzy. 
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3.2.3 Random Forests:

This method acts as bagging, with a small difference. When determining the split point, bagged decision trees 

have the complete elimination of features. Even though the bootstrapped datasets may be a bit different, the 

data is extremely going to break off at the same features throughout each model. On the contrary, random 

forest models decide where to split according to a random selection of features. Instead of splitting at similar 

features at each node throughout, random forest models apply a level of differentiation because each tree will 

split based on different features. This level of differentiation gives a better ensemble to aggregate over, ergo 

creating a more accurate predictor (Pavlov, 2019).

Another type of random forest is Forest-RC, which applies random linear combinations of the input features. 

Rather than randomly selecting a subset of the features, it generates new features that are a linear combination 

of the present features (Wager and Athey, 2018).

The random forest method performs well for the class imbalance problem on two-class jobs. Threshold-

moving and ensemble methods were empirically observed to outperform oversampling and under sampling. 

The disadvantage of the random forest method is that multiclass tasks are much harder when a class imbalance 

problem occurs, where oversampling and threshold moving are less effective (Biau and Scornet, 2016).

3.2.4 Bayesian Belief Networks:

These algorithms indicate joint restrictive likelihood circulations. They permit class contingent 

independencies to be characterized between subsets of factors. They give a graphical representation of 

causative relationships, on which training can be conducted. Trained Bayesian belief networks can be 

used for building classifiers. Bayesian belief networks are also called belief networks, Bayesian 

networks, and probabilistic networks (Cheng and Greiner, 2001).
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Figure 3. 3 A graphical model of causal relationships

Figure 3.3 is a graphical representation of relationships between attributes. It forms connection among the 

factors, which provides a specification of common probability distribution. Nodes represent random factors 

and links represent dependency. X and Y are the parents of Z, and Y is the parent of P. There are no links 

between Z and P and there are no loops.

Figure 3. 4 Directed acyclic tree and conditional probability table (CPT)

A belief network can be represented by two forms; a directed acyclic graph and a group of conditional

probability tables (Figure 3.4). Each node in the directed acyclic graph describes a random factor. The factors 

may be discrete-valued or continuous-valued. They may be linked to actual attributes given in the data or to 

hidden factors. Each arc represents a probabilistic link. If an arc is drawn from a node z to a node z, then y 

is a parent or direct grandfather of z, and z is a successor of y. Each variable is conditionally independent of 

its non-descendants in the graph, given its parents.
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We can calculate the probability value of a certain combination of values as follows:

3.6

The included node in the tree can be chosen as an output node, forming a class label factor. There may be 

more than one output node. Several algorithms for deduction and training can be used in the tree. As opposed 

to restoring one class name, the classification procedure can restore a likelihood appropriation that gives the 

likelihood of each class. Coming up next is Bayes classifier algorithm.

Naive_Bayes_Classifier

START

The training datasets were split into two sets based on the outcomes of yes or no,

put sets into result_Map;

Traversal result_Map {

If the key is “yes” {

Assign the proportion of the sample with the result of “yes” in the total

training sample to yesCurrent;

Traversal testList{

yes_Current=yes_Current x The probability of this factor

value in the test_List that displays in the (yes) sample;

}

If the k is “no” {

Assign the proportion of the sample with the result of "no" in the total

training sample to noCurrent;

Traversal testList{

noCurrent=noCurrent x The probability of this factor value

in the test_List that appears in the “no” sample;

}

If yesCurrent>noCurrent
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return “yes”;

Else return“no”;

END

The simplicity with which numerous applications can be diminished to Bayesian system deduction is 

beneficial in that it controls the need to design specific models for each such application.

- Training of Bayesian Belief Networks:

This stage includes several cases that can be handled. The tree structure may be built by human experts or 

inferred from the data. The tree nodes may be visible or hidden in all or some of the training items. The 

hidden data scenario is also called as missing values or incomplete data. Many methods are applied for 

training the tree graph from the visible training items. Human experts commonly understand the 

straightforward conditional connections that hold in the domain under analysis, which assists in building the 

tree (Landuyt et al., 2013).

If the tree graph is built and the factors are visible, then training the network is explicit. It contains calculating 

the CPT entries, as is comparably performed when computing the probabilities involved in naïve Bayesian 

classification. When the tree structure is built and some of the factors are invisible, there are several 

techniques to select from for learning the belief network (Landuyt et al., 2013).

There are several scenarios for the Learning Bayesian Networks as follows:

- If the tree graph and all factors are visible: train only the CPTs.

- If the tree structure is defined, some visible factors: gradient descent method, analogous to neural 

network learning.

- Tree structure undefined, all factors are visible: looking for through the tree graph space to rebuild 

tree structure.

- Undefined tree structure, all invisible factors: No proper technique proposed for this goal (Han, Y., 

& Lee et al., 2016).

3.2.5 Classification by Backpropagation:

Backpropagation is a neural system learning method. The neural systems field was initially ignited by 

analysts and neurobiologists who tried to create and test computational analogs of neurons. a neural network 

is a group of linked input and output units in which every association has a weight related with it. Through 
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the learning stage, the network learns by adapting the weights to discover the right class name of the input 

items. Neural system learning is additionally alluded to as connectionist learning because of the associations 

between units (Miranda and Suñé, 2020).

Neural systems include long preparing occasions and are accordingly increasingly reasonable for 

applications where this is achievable. These systems require various parameters that are best defined 

empirically like the tree structure. Neural systems have been censured for their bad interpretability. For 

instance, it is hard for humans to analyse the representative meaning behind the learned weights and of 

invisible variables in the tree. These attributes made neural networks less preferable for data mining.

A lot of neural networks algorithms have been proposed. The most well-known neural network algorithm is 

backpropagation, which has spread in the 1980s. We will discuss these techniques in the following sections.

3.2.6 A Multilayer Feed-Forward Neural Network:

This method implements training on a multilayer feed-forward neural network. It repeatedly trains a group 

of weights for prediction of the class name. A multilayer feed-forward neural system includes an input layer, 

one or more invisible layers, and an output layer. A demonstration of a multilayer feed-forward network is 

illustrated in (Figure 3.5).
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Figure 3. 5 Multilayer feed-forward neural network

The inputs in the above network agree with the features measured for each learning data. The inputs are 

entered at same time into the units to generate the input layer. These input values go through the input layer 

and are then assigned a weight to an invisible layer.

The outputs of the invisible layer units can be input to another hidden layer, and so on. The number of 

invisible layers is randomly; commonly only one layer is employed. The weighted outputs of the final 

invisible layer are input to units generating the output layer, which throws the network’s prediction for given 

items. The units in the input layer are named input units. The units in the invisible layers and output layer 

are known as neurons, because of their representation in a biological way. The network of multilayer neural 

illustrated in (Figure 3.5) includes two layers of output units. Also, a network consisting of two invisible 

layers is known as a three-layer neural network. 

- Network Topology Definition:

Before starting the training, we should determine NN structure by defining the number of units in the input 

layer, the number of hidden layers if greater than one, the number of units in each invisible layer, and the 

number of units in the output layer.
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Normalizing the values of input for each factor evaluated in the training items will assist in making the 

training stage fast. Input values are normalized so as to be located between 0.0 and 1.0. Discrete-valued 

factors may be represented like there is one input unit per domain value.

Neural networks can be applied for building classifiers and numeric prediction. For building classifiers, one 

output unit may be applied to describe two classes. If there are more than two classes, then one output unit 

per class is used.

Network topology is based on try and catch errors technique and may influence the efficiency of trained 

models results. The initial values of the weights may also influence the performance results. Once a network 

has been trained and its efficiency is not performed well, it usually repeats the training stages with a different 

network design or another group of initial weights. Cross-validation techniques for efficiency evaluation can 

be applied to assist determine when a good network has been discovered. Several methods have been 

introduced that search for a proper network topology. These apply a hill-climbing method that begins with 

an initial design that is selectively amended.

3.2.7 Backpropagation Method:

This trains by repeatedly stages a data set of training items, matching the model’s prediction for each data 

with the real defined target value. The target value may be the defined class name of the learning data or a 

continuous value. For each training data, the assigned weights are adapted so as to reduce the mean-squared 

error between the model’s prediction and the real target value. These adaptations are generated in the 

backwards way by each invisible layer at the bottom to the root invisible layer at the top.

The processes of Backpropagation include the following steps:

- Assign random weights values for each node.

- Using activation function to increase the inputs forward.

- Repeat generating the errors by adapting the weights.

- Ending the condition.

To calculate the net input to the unit, each input linked to the unit is multiplied by its matching weight, and 

this is summed. Given a unit, j in an invisible layer, the net input, Ij, to unit j is (3.7):

3.7
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wij represents the weight of the connection from unit i in the former layer to unit j; Oi is the output of unit i 

from the former layer; and θj is the bias of the unit. The bias represents a threshold in that it serves to change 

the value of the unit activity.

Figure 3. 6 Diagram of an artificial neural network to illustrate the layers used here

Invisible layers units assign their net input and then apply an activation function to it, as shown in Figure 

3.6. The function encodes the activation of the neuron formed by the unit. The logistic, or sigmoid, function 

is applied. Given the net input Ij to unit j, then Oj, the output of unit j, is computed as (3.8):

3.8

The above procedure is also known as a squashing function, because it represents a huge input domain into 

a smaller range of 0 to 1. The logistic function is nonlinear and differentiable, permitting the backpropagation 

method to handle classification issues that are inseparable.

There are many backpropagation techniques that have been introduced for building classifier in neural 

systems. These methods include the dynamic adaptation of the network design and of the learning rate or 

other parameters, or the application of other error functions.
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For the classification in our case, one output unit may be used to represent two classes: employed or not 

employed (where the value 1 represents the employed class, and the value 0 represents not employed). If 

there are more than two classes, then one output unit per class is used. The best numbers of hidden layers 

that perform good accuracy are not clear.

3.2.8 Support Vector Machines:

Known as SVM, it was proposed by Vapnik and et al, 1992. SVM is a supervised machine learning algorithm 

that can be used to build prediction classifiers of both linear data which is organized in a linear order and 

nonlinear data which is organized hierarchically. SVM uses a nonlinear mapping to transform the original 

training data into a higher dimension. After that, it searches for the linear best splitting hyperplane. 

Hyperplane is a line that linearly separates and classifies a set of data (Panja and Pal, 2018). SVM finds this 

hyperplane using support vectors and errors. The main idea of SVM is to find a hyperplane that best separates 

a dataset into two classes, as shown in (figure 3.7).

Figure 3. 7 Hyperplane separates dataset into two classes in linear case

Support vectors represent the data points closest to the hyperplane, the points of a data set that, if eliminated, 

would change the position of the dividing hyperplane. Because of this, they can be considered the critical 

elements of a data set. The further from the hyperplane our data points are located, the more confident we 

are that they have been classified correctly. 

Bigger margins are indicating less errors in classifying data points.

- Linearly and not linearly Separable data:

In the linearly separable data, the hyperplane between data points is clear and easy to identify. For example, 

if we assign data D be (X1, Y1), …, (X|D|, Y|D|), where Xi is the set of training items associated with the 
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class labels Yi , corresponding to the classes employed = yes and employed = no. There are many hyperplanes 

separating the two classes but we want to figure out the best one that reduces classification errors on hidden 

data. The concept of SVM is to search for the hyperplane with the maximum margin, known as maximum

marginal hyperplane (MMH). A separating hyperplane can be written as:

3.9 W ● X + b = 0                                                                       

where W = {w1, w2, …, wn} is a weight vector and b bias.

If the training items are 2-D we can rewrite Eq. (3.10) as:

3.10 w0 + w1 x1 + w2 x2 = 0                                                           

The hyperplane defining the sides of the margin are:

H1: w0 + w1 x1 + w2 x2 ≥ 1 for yi = +1, and

H2: w0 + w1 x1 + w2 x2 ≤ – 1 for yi = –1

Any training items that are located on hyperplanes H1 or H2 are considered as support vectors, because they 

are near the MMH. The support vectors are the most critical point to predict and provide the most information 

to build a prediction classifier.

In the case that the data are not linearly separable, as in (Figure 3.8), no straight line can be drawn that would 

split the classes. In this issue it is not allowed to make a straight line to separate the classes. Instead, the 

decision boundary is nonlinear. 
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Figure 3. 8 A simple 2-D case showing linearly inseparable data.

The transformation process to the new dimension can be done using two steps; in the first step, original input 

data is transformed into a higher dimensional space using a nonlinear mapping. The second step searches for 

a linear separating hyperplane in the new space. The maximal marginal hyperplane found in the new space 

corresponds to a nonlinear separating hyper surface in the original space. Mapping of data into a higher 

dimension is known as kernelling. 

Advantages and disadvantages of SVM

Advantages:

- Good accuracy

- Performs properly on small data. 

- Good efficiency, because   it applies a subset of training points

Disadvantages:

- Isn’t good for huge datasets because the training time is long

- Isn’t good for noisier datasets.

3.2.9 Associative Classification:

These methods are performed in a two-step process including frequent item-sets mining followed by rule 

generation. The first step searches for patterns of attribute–value pairs that are observed repeatedly in a data 

set. The second step analyses the frequent item-sets to create association rules. The associative classification 

includes the steps below:
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- find the data for frequent item-sets, that is, find usually appearing attribute–value pairs in the data.

- Study the frequent item-sets to create association rules for each class, which fulfill confidence and 

support vector points.

- Arrange the rules to form a rule-based classifier.

The oldest and easiest algorithm for associative classification is CBA (Classification Based on Associations). 

This classification applies a repeated method to frequent item-set mining, where several passes created from 

frequent item-sets are used to create and test longer item-sets. The number of passes created is equal to the 

length of the tallest rule found. CBA applies a heuristic method to build the classification model, where the 

rules are sorted according to decreasing precedence based on their confidence and support. 

1 KandomkowsList = Kandom( 1k);

2 For each row in RandomRowsList

3 PartionNumber = Mod (rownumber , nfolds);

4 PartitionedRandomRow= Concatenate (RandomRows , PartionNumber);

5 End for;

6 maxbucket = nfolds-1;

7 total_err=0;

8 for Iter in 0 to maxbucket loop

9 create CBA Model(TRi);

10 Error_rate=CBA_Model.get_error_rate;

11 total_err=total_err + Error_rate;

12 end for;

13 Average error rate=total err/ nfolds:

Classification based on Multiple Association Rules (CMAR) diverges from CBA in its technique for repeated 

item-set mining and its building of the classification’s model. It uses several different rules’ pruning methods 

with the assistance of a tree structure for dynamic storage and retrieval of rules. CMAR applies a distinct of 

the FP-growth algorithm to detect the whole set of rules achieving the minimum confidence and minimum 

support thresholds.

CPAR which stands for Classification based on Predictive Association Rules employs a unique method to 

rule generation, according to a rule creation algorithm for classification called FOIL (Gupta and Toshniwal, 

2011). FOIL construct rules to recognize positive items (e.g., employed = yes) from negative items (e.g., 
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employed = no). CPAR applies the best k rules of each group to predict the class label of X, according to 

expected accuracy.

3.2.10 Discriminative Frequent Pattern–Based Classification:

The discriminative power of a low-support feature is limited by a low value due to its shortage of coverage 

in the dataset. Therefore, the contribution of low-support features in classification is bounded, which explains 

the usage of frequent patterns in classification. Also, existing frequent pattern-mining algorithms can 

simplify the pattern generation, thus solving the scalability issue in the classification of huge datasets 

(Atsumi et al., 2007).

The general scope for discriminative frequent pattern–based classification includes these steps:

1. Attribute creation: The data, D, are partitioned according to the class name. Use frequent item-set 

mining to find frequent patterns in each partition, satisfying minimum support. The collection of 

frequent patterns F creates the feature candidates.

2. Attribute choosing: Use attribute choosing to F , resulting in Fs , the group of chosen frequent 

patterns. 

3. Training of prediction classifier: A classifier relies on the data set D. Any training method can be 

applied as the prediction classifier.

Advantages of discriminative frequent pattern–based classifier: 

- Performance accuracy is considered high.

- performs well when using samples include errors.

- Quick estimation of the trained target function.

Disadvantages:

- It takes a long time in the training process.

- Hard to figure out the assigned weights.

- Hard to incorporate domain knowledge.
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3.2.11 Fuzzy Classifications Methods:

A fuzzy neural network introduced memory connections for classification and weight connections for 

selection, so that it tackles concurrently two foremost issues in pattern recognition that is pattern 

classification and feature selection. Fuzzy neural systems are used in pattern recognition applications. Lin 

and Lee presented a neural network in 1996 which composed of fuzzy neurons. In this section we will briefly 

discuss the techniques and methods that have been used in a fuzzy logic approach in classification.

3.2.12 Fuzzy Rule-based Classifier:

Fuzzy-rule-based control systems which are also called a fuzzy inference system (FIS) have been proposed 

to address various problems (Chaudhari and Patil, 2014). Fuzzy rules have been advocated as a key tool for 

articulating parts of knowledge in “fuzzy logic”. However, there does not exist a suitable type of fuzzy rules, 

nor is there only one type of “fuzzy logic”. This variety has caused many a misunderstanding in the literature 

of fuzzy control. Fuzzy rules in these systems were commonly derived from human experts. There are many 

methods introduced for automatically creating fuzzy rules from numerical data without domain experts. 

Adapting methods for the membership functions of antecedent and consequent fuzzy sets have also been 

introduced in several studies, such as adapting techniques relied on descent method (Bardenet et al., 2013), 

and other studies combined the learning ability of neural systems with fuzzy control systems to form self-

learning fuzzy controllers. Genetic algorithms have also been employed for the learning of fuzzy rules. Also, 

fuzzy partitions were introduced by Ruspini 1969 (Mesiar and Rybárik, 1998).

In building the classifier, the basic role of fuzzy rules is to create the vague classification schemes, as 

commonly applied by a human, transparent in a formal and computer-realizable application. Fuzzy-rule-

based classification systems (FRBCSs) may be assigned to two classes of classification systems: those which 

are supposed to perform autonomously, and those which are intended to be tools in the hands of the user to 

help him to make decisions (Liu et al., 2019).

Building classifiers in Rule-based systems have the problem that they include exact values for continuous 

features. The rule indicates that students who have two or more skills and who have a high grade (those with 

a grade of 90 or more) in math are employed:

if (no_of_skills>=2) AND (math_grade>=90) THEN employed = yes  
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By the above Rule, a student who has at least two skills will be employed if their mathematics grade is, say, 

90 but not if it is 89. Such rule is too rigid in practice.

Alternatively, we can classify values into classes {low_grade, medium_grade, high_grade} and use fuzzy 

logic to make “fuzzy” thresholds or boundaries to be assigned for each class. Instead of having a precise 

cutoff between classes, fuzzy logic applies truth values between 0.0 and 1.0 to indicate the level of 

membership that a certain value is in a given class. Each class forms a fuzzy set. By using fuzzy logic, we 

can discover the notion that a mathematics grade of 89 is, more or less, high, although not as high as a math 

grade of 90. Fuzzy logic systems typically present graphical tools to help users in transforming attribute 

values to fuzzy truth values.

Figure 3. 9 Fuzzy truth values for math grade, representing the degree of membership of math grade with respect to 
the categories

Fuzzy set theory is also called possibility theory. It makes us perform at a high abstraction level and provides 

tools for dealing with imprecise data measurement. Most importantly, fuzzy set theory allows us to deal with 

vague or inexact facts. For that reason, we use a fuzzy set approach to build a classification model to predict 

the level of membership of employability to certain classes.  

3.2.13 Neuro-Fuzzy Systems:

A neuro-fuzzy system is the combination of a fuzzy inference system and neural network (Walia, Singh and 

Sharma, 2015). A neuro-fuzzy system has been introduced to handle the shortcomings of neural networks, 

as well as the shortcomings of fuzzy systems, because it can represent knowledge in an interpretable way 
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and learning ability. A neuro-fuzzy classifier (NFC) is considered as one of the neuro-fuzzy systems (Belaout 

et al., 2017), NFC combines the powerful description of FIS with the learning capabilities of neural networks 

to partition a feature space into classes.

The neuro-fuzzy modelling approach field is classified into two sections: the linguistic fuzzy modelling that 

concentrates on interpretability, mainly the Mamdani model; and the precise fuzzy modelling that 

concentrates on accuracy, mainly the Sugeno model or Takagi–Sugeno–Kang (TSK) model (Ghosh et al., 

2014).

The rule based neuro-fuzzy classification approach usually uses the method of an adaptive neural system, 

namely adaptive neuro-fuzzy inference system (ANFIS) (Hamdan and Garibaldi, 2013).  The ANFIS is a 

multilayer feedforward system that applies neural network learning algorithms and fuzzy logic to map an 

input space to an output space. It normally employs the Sugeno fuzzy model to produce IF-THEN learning 

rules. ANFIS techniques have the potential of training, building, and classifying. It has the advantage of 

tuning complex conversion of human intelligence to fuzzy systems. The disadvantage of the ANFIS 

predicting model is the time needed for training structure and determining parameters, which took much 

time. The structure of ANFIS comprises five layers (Figure 3.10) 

Figure 3. 10 ANFIS architecture for two-input Sugeno fuzzy model with four rules

The following are the main steps of ANFIS technique:

Step 1: Calculating Membership Functions:

Membership functions are used to find “likeness” or “degrees of membership” that a certain value has. These 

are typically represented by sinusoidal curves over a range of values. So if you are estimating energy 
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consumption for a given year, you would break apart the values from least to greatest into five distinct 

categories with a deviation value causing a degree of spread and similarity between each of those values.

Step 2: Firing Strength of Fuzzy Rules:

The values, which were “fuzzified” in step 1 are now transported to a node layer and multiplied by the 

strength of an automatically generated fuzzy rule (Yao et al., 2009). Think of this as computing a “weight” 

based on the automatically generated rule and the data generated to that rule.

Step 3: Normalize Firing Strength Calculation:

The third step takes the output from step 2 and compares the value of the firing strength from the former 

node against the sum of all firing strengths (Yao et al., 2009). To simplify this description, think of the 

algorithm comparing the strength of an output rule of a single node, to the strength of other nodes and their 

underlying rules. If the strength is greater for a certain node, it is probably the “best possible” rule 

configuration for the dataset and is prioritized for the next step.

Step 4: Combine Premises with Consequents:

The fourth step takes the weighted values combined with the original inputs from the training data set to 

calculate an output based on the consequents data.

Step 5: Predict and Final Output:

The last step oversees the calculation of the sum of all incoming signals and uses them to a test dataset to 

generate a predicted value. This step also includes the de-fuzzification process for the data and translation 

back to meaningful values. The following is an ANFIS algorithm.

We have adopted an ANFIS technique in this study. Therefore, we will discuss this approach in detail in the 

next chapter.

3.2.14 Rule-based Classifiers:

In rule-based classifiers the learned model is represented as a group of IF-THEN rules. In the first section, we 

will explain how these rules are used for classification.  The second section illustrates how to extract these 

rules using a decision tree. The third section describes how to use a sequential covering algorithm 

(Vishwakarma and Kapoor, 2012).

- Using IF-THEN Rules for Classification:
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Knowledge and information are represented using rules. A rule-based classifier employs a group of IF-THEN 

rules for classification (Menardi and Torelli, 2014). An IF-THEN rule is a representation of the shape IF 

condition THEN conclusion. In the following statement R is rule:

R: IF GPA = A AND English level = advance THEN employed = yes

The left section (IF) of a rule is called the rule ancestor or precondition. The “THEN” section is the rule 

consequent. In the rule ancestor, the condition has one or more attribute tests (e.g., gpa = A and English level 

= advance) that are logically AND. The rule’s consequent includes a class prediction (in this case, we are 

predicting whether a student will be employed). If all the attribute verifies in a rule antecedent assigned to 

true for a given data, then the rule antecedent is satisfied and that the rule covers the data. A rule R can be 

solved by its coverage and accuracy. Given a data, X, from a class-labelled data set, D, let ncovers = numbers 

of items covered by R; ncorrect = numbers of items rightly classified by R; and |D| be the number of items in 

D. We can assign the coverage and accuracy of R as (3.10):

3.10 coverage(R) = ncovers / |D|       

And as (3.15)

3.11 accuracy(R) = ncorrect / ncovers

The rule’s coverage is the ratio of items that are covered by the rule. For a rule’s accuracy, we calculate the 

percentage of them and the rule can rightly classify. If more than one rule is invoked, we should figure out 

which rule gets to fire and assign its class prediction to X. There are several methods. They are; size ordering 

and rule ordering.

The size ordering method defines the largest priority to the triggering rule that has the toughest requirements, 

where toughness is estimated by the rule antecedent size. The triggering rule with the most attribute tests is 

fired. The rule-ordering method gives the priorities to the rules in advance. The ordering of rules may be 

class-based or rule-based.
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The class-based ordering, sorts the classes order of decreasing according to their importance. in this ordering 

technique, the rules are ordered into one long priority list, according to some measure of rule quality, like 

accuracy, coverage, or size, or according to advice from human experts.

3.3 Improving Classification Accuracy Techniques:

This part discusses the methods used for enhancing the accuracy of a classification model. One of the most 

important techniques that improves the classifier efficiency is ensemble methods. An ensemble method is a 

machine learning technique that combines several base classifiers to create one better classification model. 

Examples of ensemble methods are bagging, boosting, and random forests. 

3.3.1 Bagging:

Bagging combines Bootstrapping and Aggregation to represent one ensemble model. With a dataset, several 

bootstrapped subsamples are pulled (Tiwari, 2017). A decision tree is represented on each of the bootstrapped 

subsamples. After each subsample decision tree has been generated, an algorithm is applied to aggregate over 

the decision trees to represent the most efficient classifier. Figure 3.11 will illustrate the steps of bagging 

algorithm processes:
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Figure 3. 11 Steps of Bagging algorithm

The bagged predictor usually has much better accuracy than one classifier derived from the actual training 

data. It will not be worse and is more robust to the effects of noisy data and over-fitting. The increased 

accuracy happens because the combined model decreases the difference of the individual classifiers.

3.3.2 Boosting:

Boosting is similar to bagging, but in addition to splitting the dataset, it assigns certain weights to each training 

data. Bootstrapped sub datasets are pulled from a larger dataset (Li, Wang and Sung, 2008). A decision tree 

is represented on each subsample. However, the decision tree is split into different features. In boosting, a 

sequence of k classifiers is repeatedly learned. After a classifier, Mi, is learned, the weights are adapted to 

make the subsequent classifier, M i+1, to consider the training items that were misclassified by Mi. The final 

boosted classifier, M*, merges the votes of each unique classifier, where the weight of each classifier’s vote 

is a function of its accuracy.
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Friedman et al. (2000) in (Chu, Lee and Ullah, 2020)presented a statistical view of the AdaBoost (short for 

Adaptive Boosting) algorithm. They analysed AdaBoost as stage-wise evaluation functions for matching an 

additive logistic regression model. They proved that AdaBoost was actually minimizing the exponential loss 

function.

Sometimes the result of a “boosted” model may have accuracy than an individual model that is generated 

from the same data. Bagging is less susceptible to model over-fitting. When both can greatly enhance the 

accuracy comparing to a single model, boosting tends to reach greater accuracy level.

3.3.3 Cost–Benefit and ROC Curves:

Cost-Benefit and ROC curves is a method to compare the classifiers’ accuracy. There are two methods of 

visualizing classifier’s accuracy, assigning proper thresholds based on the operating condition, and extracting 

useful aggregated measures like the place under the ROC curve (AUC) or the place under the optimal cost 

curve (Hernández-Orallo, Flach and Ferri, 2013). The cost related to a false negative is far larger than those 

of a false positive. To calculate classifier accuracy, we have defined similar costs and divided the summation 

of TP and TN by the total number of test items.

ROC curves are employed as a visual instrument for comparing two classifiers. A ROC curve for a certain 

classifier represents the trade-off between the true positive rate (TPR) and the false positive rate (FPR). To 

compare between two classifiers, a ROC curve allows us to visualize the trade-off between the rates at which 

the classifier can correctly predict positive cases against the rate at which it incorrectly discovers negative 

cases as positive for different portions of the test set. To plot a ROC curve for a given classifier model, M, 

the model should return a probability of the predicted class for each test data. Figure (3.12) shows the 

relationships between bad, good, and great models according to the ROC curve. 
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Figure 3. 12 Relationship between bad, good and great models according to ROC curve

3.4 Classifiers Evaluation:

After building the classification model, we need to estimate the accuracy of the classifier. In this study, we 

have used several techniques to create more than one classifier. Therefore, we need to compare their accuracy 

to find the best performance. There are common techniques for assessing accuracy, according to arbitrarily 

sampled partitions of the given data. We will discuss these techniques in the next sections.

3.4.1 Holdout Method and Random Subsampling:

In this method, the used dataset is randomly divided into multiple separated groups, a training set and a testing 

set (Roelofs et al., 2019). Two-thirds of the data are assigned to the training set, and the remaining one-third 

is allocated to the test set. The training set is employed to extract the model. The classifier’s accuracy is then 

evaluated with the test set, as shown in (Figure 3.13). 
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Figure 3. 13 Evaluating accuracy with the holdout technique.

Random subsampling is different from the holdout technique in which the holdout method is looped k times. 

The final accuracy evaluation is found by calculating the average of the accuracies taken from each iteration 

(Wald, Khoshgoftaar and Fazelpour, 2013).

3.4.2 Cross-Validation:

In this validation technique, the function has a one parameter called k that represents the number of groups 

that a certain data set is to be split into. This method is usually known as k-fold cross-validation. If a certain 

value for k is selected, it may be used in the location of k that is represented in the model, like k=10 will be 

10-fold cross-validation. For classification, the accuracy evaluation is the final number of right classifications 

from the k iterations, divided by the whole number of items in the initial data (Hjorth and Hjorth, 2018).

3.4.3 Bootstrap:

The bootstrap strategy tests the given training items consistently with substitution (Hesterberg, 2011). 

Each time a data is chosen, it is similarly liable to be chosen again and re-added to the training data set. 

This strategy performs as follows, for a given data collection of d items. The data set index is divided 

into d times, with substitution, bringing about a training data set of d tests. The data items that didn't 

make it into the training set end up representing the test set. Almost 0.632 of the original data will end 

up in the bootstrap, and the remaining 0.368 will represent the test set (since (1 – 1/d)d ≈ e-1 = 0.368). 

Then iterate the sampling procedure k times, final accuracy of the classifier:
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3.12

3.4.4 Confusion Matrix:

Is a table that is used to evaluate the efficiency of a classification model on a group of test data for which 

the true values are defined. It visualizes the performance of an algorithm (Ting, 2017). It is a helpful tool 

to estimate the performance of classifiers; it gives us a better understanding not only of the mistakes 

being produced by a classifier but it gives us kinds of mistakes that are being produced. In this study we 

will use a confusion matrix to test our classifier and compare it with other classifiers.

Class 2
Predicted

Class 1
Predicted

FN
1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 
1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1  1 1 1 1  1 1 1 1  1 1 1 1   1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1  1 1 1 1  1 1 1 1  1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1  1 1  1 1 1 1 1 1 1 1 1 1 1  
1 1 1 1 1 1  1 1 1 1  1 1 1 1   1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1  1 1 1 1  1 1 1 1  1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  11 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1   1 1  1 1 1 1  1 1   1 1 1 1 1 1 1 1   1 1 1 1 1 1 1 1   v 1 1 1  1 1 1 1  1   v v1 1 1 1 1 1 1 1   1 1  1 1 1 1 1 1  1 1 1 1 
1 1 1 1   11 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1  1 1 1 1  1 1 1 1  1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1  1 1 1 1  1 1 1 1  1 1 1 1  1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1  1 1 1 1  1 1 1 1  1 1  1 1  1 1 1 1 1 1 1 1 
1 1 1 1 1 1   1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1  1 1 1 1  1 1 1 1  1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1  1 1 1 1 1 1 1 1 1 1 1 1 11  1 1 1 1  1 1 1   1 1 1 1 1 1 1 1   1 1 1 1 1 1 1 1   1 1 1  1 1 1 1  1   1 1 1 1 1 1 1 1   v 1 1 1 1 1 1 1 1   v v1 1 1 1 1 1 1 1   1 1 1 1 1 1 
1 1  1 1 1 1 1 1 1 1   1

TP
1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 
1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1  1 1 1 1  1 1 1 1  1 1 1 1  1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1  1 1 1 1  1 1 1 1  1 1 1 1   1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1  1 1 1 1 1 1 1 1 1 1 1 

1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1  1 1 1 1  1 1 1 1  1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1  1 1 1 1 1 1 1 1 1 1 1 1 11  1 1 1 1  1 1 1   1 1 1 1 1 1 1 1   1 1 1 1 1 1 1 1   1 1 1  1 1 1 1  1   1 1 1 1 1 1 1 1   v 1 1 1 1 1 1 1 1   v v1 1 1 1 1 1 1 1   1 1 1 1 1 1 1 1  1  1 
1 1 1 1 1 1    1 1 1 1 11 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1  1 1 1 1  1 1 1 1  1 1 1 1   1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1  1 1 1 1  1 1 1 1  1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1  1 1 1 1  1 1  1 1 1 1 1 1 1  1 1 1 1 
1 1 1 1 1 1  1 1 1 1   1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1  1 1 1 1  1 1 1 1  1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1  1 1 1 1 1 1 1 1 1 1 1 1 11  1 1 1 1  1 1 1   1 1 1 1 1 1 1 1   1 1 1 1 1 1 1 1   1 1 1  1 1 1 1  1   1 1 1 1 1 1 1 1   v 1 1 1 1 1 1 1 1   v v1 1 1 1 1 1  1 1   1 1 1 
1 1 1 1 1  1 1 1 1 1 1 1 1   1 1 1 1  1

Class 1
Actual

TN
1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 
1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1  1 1 1 1  1 1 1 1  1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1  1 1  1 1 1 1 1 1 1 1 1 1  
1 1 1 1 1 1  1 1 1 1  1 1 1 1   1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1  1 1 1 1  1 1 1 1  1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  11 1 1 1 1 1 1 1   1 1 1 1 1 1 1 1   1 1  1 1 1 1  1 1   1 1 1 1 1 1 1 1   1 1 1 1 1 1 1 1   v 1 1 1  1 1 1 1  1   v v1 1 1 1 1 1 1 1   1 1  1 1 1 1 1 1  1 1 1 1 

1 1 1 1   1 1 1 1 11 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1  1 1 1 1  1 1 1 1  1 1 1 1  1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1  1 1 1 1  1 1 1 1  1 1 1 1   1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1  1 1  1 1 1 1 1 1 1 1 1  1 

1 1 1 1 1 1  1 1 1 1  1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1  1 1 1 1  1 1 1 1  1 1 1 1  1  1 1 1 1 1 1 1 1 1 1 1 1 11 1  1 1 1 1  1 1   1 1 1 1 1 1 1 1   1 1 1 1 1 1 1 1   1 1 1 1  1 1 1 1    1 1 1 1 1 1 1 1   v 1 1 1 1 1 1 1 1   v v1 1 1 1 1 1 1 1   
1 1 1 1 1 1  1 1  1 1 1 1 1 1 1 1   11 1 1  1  1 1 1 1  1 1 1 1  1 1 1 1  1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1  1 1 1 1  1 1 1 1  1 1 1 1   1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1  1 1 1 1  1 1 1 1  1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1   1 1 1 1 1 1 1 1 1 1 
1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1  1 1 1 1  1 1 1 1  1 1 1 1  1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1  1 1 1 1  1 1 1 1  1 1 1 1   1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 11 1 1 1 1 1 1 1   1 1 1 1  1 1 1 1    1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1   1 1  1 1 1 1  1 1   v 1 1 1 1 1 1 1 1    v v1 1 1 
1 1 1 1 1   1 1 1 1 1 1 1 1  1 1 1 1  1 1 1 1    1

FP
1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 
1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 
1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1  1 1 1 1  1 1 1 1  1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1  1 1 1 1  1 1 1 1  1 1 1 1  1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1  1 1  1 1 1 1 1 1 1 1 1 1  1 
1 1 1 1 1 1  1 1 1 1  1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1  1 1 1 1  1 1 1 1  1 1 1 11 1 1 1 1 1 1 1   1 1 1 1 1 1 1 1   1 1 1  1 1 1 1  1   1 1 1 1 1 1 1 1   1 1 1 1 1 1 1 1   v  1 1 1 1  1 1 1 1    v v1 1 1 1 1 1 1 1   1  1 1  1 1 1 1 1  1 1 1 1 1 1 

1 1   1 1 1 1 11 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1  1 1 1 1  1 1 1 1  1 1 1 1  1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1  1 1 1 1  1 1 1 1  1 1 1 1   1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1  1 1 1 1  1 1  1 1 1 1 1  1 1 1 1 1 1 

1 1 1 1 1 1  1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1  1 1 1 1  1 1 1 1  1 1 1 11 1 1 1 1 1 1 1   1 1 1 1 1 1 1 1   1 1 1  1 1 1 1  1   1 1 1 1 1 1 1 1   1 1 1 1 1 1 1 1   v  1 1 1 1  1 1 1 1    v v1 1 1 1 1 1 1 1   1  1 1 1 1  1 1 1  1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1  1 1 1 1 1 1 1 1 1 1 1 
1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1  1 1 1 1  1 1 1 1  1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1  1 1 1 1  1 1 1 1  1 1 1 1  1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1  1 1  1 1 1 1 1 1 1 1 11  1 
1 1 1 1 1 1    1 1 1 1 1 1 1 1   1 1 1 1 1 1 1 1   1 1  1 1 1 1  1 1   1 1 1 1 1 1 1 1   v 1 1 1 1 1 1 1 1   v v1 1 1 1 1 1 1 1   1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1

Class 2
Actual

Table 3. 1 Confusion matrix

- True positives (TP): represents the true items that were rightly assigned by the classifier. Let TP be the 

number of true positives. For example, if we have two classes, the TP may be employed = yes where the 

negative items are employed = no. 

- True negatives (TN): Represents the correct negative items that were assigned by the classifier. 

- False positives (FP): Represents the incorrect negative items that were assigned as positive.

- False negatives (FN): estimates the positive items that were mislabelled as false.

The accuracy of the classifier can be calculated as follows:

3.13 Accuracy = (TP + TN) / (TP + TN + FP + FN)                   

The value of Recall provides us an idea about when it’s really yes.:

3.14 Recall = TP / (TP + FN)                                                     
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Precision value indicates when the prediction is yes.

3.15 Precision = TP / (TP + FP)                                                 

F-measure: We compute an F-measure which applies Harmonic Mean in place of Arithmetic Mean as it 

disciplines the extreme values more. The F-Measure will always be closer to the smaller value of Precision 

or Recall.

3.16 F-measure = (2 * Recall * Precision) / (Recall + Precision).

Table 3.2 shows how to utilize the confusion matrix by applying a real dataset on a classifier.

Class Employed = yes Employed = no Total

Employed = 

yes

201 99 300

Employed = 

no

72

11 1 1  1 1 1 1  1 1 1 1  1 1 1 1 1 1  1 1 1 1 1  1 1 1 1  1 1 1 1 1  1 1 1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1 1 1 1  1 1 1 1  1 1 1  1 1 1 1 1 1 1 1  1 1 1 1  1 1  1 1 1 1 1  1 1 1 1  1 1 1 1  1  1 1 1 1 1 1  1 1 1 1  1 1 1 1   1 1 1 1 1 1 1  1 1 1 1  1  

1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1  1 1 1 1 1 1 1 1 1 1 1 1 1  1 1  1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1  

1 1 1 1 1 1  1 1 1 1 1 1 1  1 1  1 1 1 1 1 1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1 1 1 1  1 1 1 1  1 1 1  1 1 1 1 1 1 1 1  1 1 1 1  1 1  1 1 1 1 1  1 1 1 1  1 1 1 1  1  1 1 1 1 1 1  1 1 1 1  1 1 1 1   1 1 1 1 1 1 1  1 1 1 1  1 1 1  1 1 1 1 1 1 1 1  1 1 1 1  1  

1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1  1 1 1 1 1 1 1 1 1 1 1 1 1  1 1  1 1 1 1 1 1 1 1 1 1 1 1  1 1 1  1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1  1  

1 1 1 1 1 1  1 1 1 1 1 1  1 1 1 1 1  1 1 1 1  1 1 1 1 1  1 1 1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1 1 1 1  1 1 1 1  1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1  1 1 1 1 1  1 1 1 1  1 1 1 1 1  1 1 1 1 1 1  1 1 1 1  1 1 1 1 1 1 1 1 1 1 1  1 1 1 1  1 11 1  1 1 1 1  1  

1   1 1 1 1 1 1 1 1  1 1 1 1  1 1 1 1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1 1 1  1 1 1 1 1  1 1 1 1  1 1 1 1 1  1 1 1 1 1 1  1 1 1 1  1 1 1 1  1 1 1  1 1 1 1  1 1 1 1  1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  11 1 1  1 1 1 1  1   1 1  1 1 1 1 1 1 1 1 1 1 1  1 1 1 1  1  

1 1 1  1 1 1 1 1 1  1 1 1 1 1 1 1  1  1 1 1 1 1 1  1 1 1 1 1 1 1  1  1 1 1 1 1 1  1 1 1 1 1 1 1  1  1 1 1 1 1 1 1 1 1 1 1 1 1  1  1 1 1 1 1 1  1 1 1 1 1 1 1  1  1 1 1 1 1 1  1 1 1 1 1 1 1  1  1 1 1 1 1 1 1 1 1 1 1 1 1  1  1 1 1 1 1 1  1 1 1 1 1 1 1  1   

1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1  1 1 1 1  1 1 1 1 1 1 1 1 1  1 1 1 1 1  1 1 1 1 1 1 1 1  1 1 1 1 1 1  1 1 1 1 1 1 1  1 1 1 1 1 1 1  1 1 1 1 1 1  1 1 1 1 1 1 1 1  1 1 1 1 1  1 1 1 1 1 1 1 1 1  1 1 1 1  1 1 1 1 1 1 1 1 1 1  1 1 1  1  

1 1 1 1 1 1  1 1 1 1   1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1  1 1 1 1  1 1 1 1  1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 11 1 1 1 1 1 1 1   1  1 1 1 1  1 1  1 1 1 

328

1 1 1 1  1 1 1 1 1  1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1  1 1 1 1 1  1 1  1 1 1 1 1 1 1  1 1 1 1 1  1 1  1 1 1 1 1 1 1 1 1 1 1  1  1 1 1 1 1 1  1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1  1 1 1 1  1 1 1  1 1 1 1 1 1 1  1 1 1 1   1 1 1  1 1 1 1 1 1 1 1 1 1 1   1 1 1 1 1  

1 1 1 1 1 1 1 1 1   1 1 1  1 1 1 1 1 1 1  1 1 1 1  1 1 1 1 1 1 1 1 1  1 1 1 1 1  1 1 1 1 1  1 1 1 1 1 1 1  1 1  1  1 1 1 1 1 1 1  1 1 1 1 1 1  1 1 1 1  1 1 1 1 1 1 1  1 1 1  1 1 1 1 1 1 1 1 1 1  1 1 1 1  1 1 1 1 1 1  1 1 1 1 1 1 1  1  1 1  1 1 1 1 1 1 1  1 1 1 1 1   

1 1 1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1 1 1 1 1 1 1 1  1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1  1 1 1 1 1 1 1 1 1 1 1 1  1 1 1  1 1 1 1  1 1 1 1  1 1 1  1 1 1 1 1 1 1 1 1 1 1 1  11 1 1 1 1 1 1 1   1 11 1 1 1  1 1 1 1 1 1 1 1  1 1 1 1  1 1  1 1 1 1 1 1 1 1 1 1 1  

1 1 1  1 1 1 1 1 1  1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1  1 1 1 1  1 1 1  1 1 1 1 1 1 1  1 1 1 1  1 1 1  1 1 1 1 1 1 1 1 1 1 1   1 1 1 1 1 1 1  1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1  1 1 1  1 1 1 1  1 1 1 1 1 1 1  1 1 1  1 1 1 1  1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1  

1 1 1 1 1 1 1 1  1  1 1 1 1 1 1 1 1 1 1 1  1 1  1 1 1 1 1  1 1 1 1 1 1 1 1 1  1 1 1 1 1  1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1  1 1 1 1 1  1 1  1 1 1 1 1 1 1 1 1 1 1  1  1 1 1 1 1 1  1 1 1 1 1 1 1 1  1 1 1 1 1 1  1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1  1 1 1 1  1  

1 1 1 1 1 1  1 1 1 1  1 1 1  1 1 1 1 1 1 1 1 1 1 1 1  1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1  1 1 1 1 1 1 1 1 1 11 1  1 1 1 1 1 1 1  1 1 1 1  1 1 1 1 1 11 1  1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1  1 1 1 1 1 1  1 1 1  

1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1   1 1 1 1 1 1 1 1  1 1 1 1  1 1  1 1  1 1 1 1  1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1  1 1 1 1  1  1 1 1  1 1 1 1  1 1 1 1 1 1  

1  1 1 1 1 1 1 1 1  1 1 1 1 1 1  1  1 1 1 1 1 1 1 1 1 1 1  1 1  1  1 1 1 1  1 1 1 1 1 1 1  1 1  1 1 1 1 1  1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1  1 1 1 1 1  1 1  1 1 1 1 1 1 1 1 1 1 1  1  1 1  1 1 1 1  1 1 1 1 1 1 1  1  1 1 1 1 1 1  1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1  

1 1 1 1 1 1   1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 11 1 1 1 1 1 1 1   1 1 1 1  1 1 1 1

400

1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1  1 1 1 1 1 1 1 1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  

1 1 1 1 1 1 1 1 1   1 1 1  1 1 1 1 1 1 1  1 1 1 1  1 1 1 1 1 1  1 1 1 1 1 1 1  1  1 1  1 1 1 1 1 1 1  1 1 1 1 1  1 1 1 1 1  1 1 1 1 1 1 1  1 1   

1 1 1 1 1 1 1 1 1  1 1 1 1 1  1 1 1 1 1  1 1 1 1 1 1 1  1 1  1  1 1 1 1 1 1 1  1 1 1 1 1 1  1 1 1 1  1 1 1 1 1 1 1  1 1 1  1 1 1 1 1 1 1  1 1  

1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1  1 1 1 1 1 1 1 1 1 1 1 1  1 1 1  1 1 1 1  1 1 1 1  1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  

1 1 1 1 1 1 1 1 1 1  1  1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 11  

1 1 1 1 1 1  1   1 1 1 1 1 1 1

Total 273 427 700

Table 3. 2 Confusion matrix of applying real dataset on a classifier

As shown in the above table, confusion matrix contains two classes; (Employed = yes) and (Employed = no) 

with a dataset of 700 instances that represents graduates. The classifier classifies 201gradute as (Employed = 

yes) out of 300 and classify 328 graduates as (Employed = no) out of 400.

3.5 Attribute selection approaches:

The measure of attribute selection gives a ranking for each attribute representing the point of splitting 

the training into smaller subsets. The measure of attribute selection techniques is also known as splitting 

rules, to decide which way items are going to be split. An attribute selection measure is a heuristic for 

choosing the separating standard that best splits a certain data partition, D, of class-labelled training items 
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into separated classes (Sun and Hu, 2017). If the data partition D was shifted into smaller partitions based 

on the outcomes of the splitting standard, if possible, each partition would be pure. The best splitting 

standard is the one that most accurately results in such a case. The feature selection approach decreases

the number of input variables when building a predictive model (Iguyon and Elisseeff, 2003). It is 

desirable to decrease the number of input variables to both decrease the computational cost of modelling 

and, for some cases, to increase the performance of the model. According to this, the following points

became obvious: 

- There are two main kinds of attribute selection techniques: supervised and unsupervised. 

Supervised approaches could be divided into wrapper, filter and intrinsic.

- Filter-based attribute selection approaches use statistical measures to achieve the correlation or 

dependence between input variables that can be filtered to select the most suitable features.

- Statistical measures for attribute selection must be carefully selected, based on the data type of 

the input variable and the output or response variable.

Statistical-based attribute selection approaches involve assessing the relationship between each input 

variable and the target variable using statistics and choosing those input variables that have the deepest 

relationship with the target variable. These approaches can be fast and effective, although the selection 

of statistical measures depends on the type of the data for both the input and output variables. For 

instance, it can be critical for a machine learning expert to select a suitable statistical measure for a dataset 

when performing filter-based attribute selection.

In this regard, a number of predictive modelling problems involve a large number of variables that can 

reduce the development and training of models and need a large amount of system memory. Furthermore, 

some models cannot perform properly when including input variables that are not relevant to the target 

variable. So, feature selection approaches are in terms of supervised and unsupervised methods (Ladha 

and Deepa, 2011).

The variation has to do with whether features are chosen depending on the target variable or not. 

Unsupervised attribute selection approaches ignore the target variable; such as approaches that remove 

redundant variables using correlation. Supervised attribute selection approaches use the target variable, 

such as approaches that remove irrelevant variables. Another way to classify the attribute used is to 
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determine features which may be divided into wrapper and filter approaches (Wang, Wang and Chang, 

2016). These approaches are almost always supervised and are evaluated based on the performance of a 

resulting model on a dataset. Wrapper feature selection methods build models with different splits of 

input features and select those features that result in the best accuracy of the model according to a 

performance scale. These methods are indifferent with the variable types, although they can be 

computationally expensive. Recursive Feature Elimination RFE is a good example of a wrapper feature 

selection method (Inza et al., 2004). Filter feature selection approaches use statistical techniques to assess 

the correlation between each input variable and the target variable, and these degrees are used as the 

basis to select (filter) those input variables that would be applied in the model. Additionally, there is a 

set of machine learning algorithms that make feature selection automatically as part of learning the 

model. We can refer to these techniques as intrinsic feature selection approaches (Xue et al., 2016).

There are three main measures of attributes selection:

∑ Information gain

∑ Gain ratio

∑ Gini index (CART uses Gini Index as Classification matrix.).

3.5.1 Information Gain
This measure used the method proposed by Claude Shannon, which introduced the value or “information 

content” of messages. This technique measures the value of information content for the attributes and 

selects the attribute that achieves the highest value of information gaining. Let pi be the probability that 

an arbitrary data in D refers to class Ci, evaluated by |Ci, D|/|D|.

entropy required to classify a data in D: 

3.17

where pi is the nonzero probability that a randomly data in D refers to class Ci and is evaluated by |Ci,

D|/|D|. Info (D) is just the average set of information required to assign the class label of a data in D. The 

given information depends on the proportions of items of each class. Info (D) is also called the entropy 

of D.
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The required information to classify D:

3.18

The lower the expected information needed, the larger the purity of the partitions. Information gain is 

assigned as the margin between the actual information requirement and the new requirement. Information 

gained by branching on attribute A:

3.19

Gain (A) shows how many branches generated on A. It is the expected decrease in the information 

requirement given by defining the value of A. The feature A with the largest information gain, Gain (A), 

is selected as the splitting feature at node N.

If the attributes are numerical values, then we have continuous-valued attributes. The given attribute A 

that is continuous-valued, rather than discrete-valued, for this scenario, we should define the “best” split-

point for A, where the split-point is a threshold on A. To determine the split-point, we first sort the values 

of A in increasing order. Usually, the midpoint between each couple of adjacent values is assigned as a 

possible split-point. (ai +ai+1)/2 is the midpoint between the values of ai and ai+1. The stage with the 

smaller information requirement for A is chosen as the split-point for A. D1 is the set of items in D 

satisfying A ≤ split-point, and D2 is the set of items in D satisfying A > split-point. 

3.5.2 Gain Ratio

This measure uses the C4.5 algorithms as an extension to information gain called gain ratio. The 

information gain measure is one-sided toward tests with several results. That is, it favors choosing 

features with larger numbers of values. C4.5 employs a gain ratio to solve the normalization problem:

3.20
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The above equation describes the information produced by splitting the training data set, D, into v 

divisions, identical to the v results of a test on attribute A. It varies from information gain, which 

measures the information with estimate to classification that is achieved according to the same division. 

The gain ratio is illustrated as (3.21)

3.21 Gain Ratio(A) = Gain(A)/Split Info(A)

The feature with the largest gain ratio is chosen as the splitting feature. In this research we used C4.5 to 

gain the information in order to apply a decision tree classification task.

3.5.3 Gini Index

The Gini index is used in CART. If a given data set D includes values from n classes, Gini index, Gini(D) 

is illustrated as:

3.22

If D is shifted on A into two groups D1 and D2, the Gini index Gini(D) is assigned as:

3.23

The decrease in impurity can be represented in (3.8):

3.24

The feature that maximizes the decrease in impurity is chosen as the splitting point. This feature and 

either its splitting subset or split-point together form the splitting point. 
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Chapter Summary

Classification is a type of information analysis that extracts models describing data classes. The classification 

techniques can be divided into basic and advanced methods. Many methods and algorithms have been 

proposed to handle classification problems, such as classification rules-based, decision trees, and neural 

networks. The main advantage of rule-based classifiers is that they are easy to interpret by humans. There 

are methods for building classification models that can be easily implemented, such as naïve Bayesian 

classification; the drawback of Bayesian classifier is that it doesn’t consider the relationships between 

attributes. Some other classification techniques such as support vector machines create a line or a hyperplane 

which separates the data into classes; the disadvantage of SVM is that the training time can be high. A neuro-

fuzzy approach which is a combination of neural network and fuzzy logic can be applied to perform 

classification jobs. A neuro-fuzzy classification approach usually applies the concept of adaptive neural 

network, namely adaptive neuro-fuzzy inference system (ANFIS). The ANFIS is a multilayer feedforward 

network which uses neural network learning algorithms and fuzzy logic to map an input space to an output 

space.  
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4 Chapter 4. METHODOLOGY

This thesis focuses on employability problems. To the best of our knowledge, research studies that have 

worked in Arab countries on CS graduates � employment using data mining are almost non-existent. 

Decision-makers in ministries of higher education and educational institutions realize the importance of 

getting all or most of their graduated students employed. Therefore, they strive to carry out continuous studies 

about the factors that may improve employment chances. Studying employability also helps these institutions 

to improve curriculums and study plans. It also helps them to open new specializations that achieve the 

requirements of the labour market and to reduce the focus on redundant specializations.

Jordan has a great number of universities with CS specializations and recruitment offices as well. Due to 

these facts, I chose Jordan, which gave me the ability to get a suitable data sample from several graduates’

tracer offices from different universities. Moreover, I managed to get statistical data from official sources, 

such as the Ministry of Digital Economy and Entrepreneurship (MDEE) and the Ministry of Labour in Jordan 

(MLJ).

There are many research studies that have investigated unemployment without using mining the generated 

data. However, many others have approached the employability problem using various data mining 

classification techniques, for instance SVM, decision tree, KN-neighbor and neural network, but it appears 

that was rare for using neuro-fuzzy algorithm (NFA) to study the employability issue.

This chapter is divided into three sections; section 4.1 presents an introduction to our approach that will be 

used in the experiment. Section 4.2 introduces a statistical study about Jordanian graduates in different 

Computer Science (CS) fields. Section 4.3 demonstrates the processes of our methodology, which includes 

four steps as follows: data collection, data preprocessing, implementation of an Adaptive Neuro-Fuzzy 

Inference System (ANFIS) algorithm, a type of ANN which was developed in the early 1990s (Boyacioglu 

and Avci, 2010)) and how the evaluation and validation process will be carried out in this thesis.

4.1 Introduction:
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The main objective of the current research study is to categorize the graduate students according to their 

employability status. The data is taken from the graduates’ dataset which is built from tracer studies

carried out by various universities in Jordan such as Al Balquaa university, Phladilphia university, and 

Al Zaytounah university. The dataset consists of 1095 instances and 22 attributes that refer to graduates’

profiles.

As stated previously, many classification techniques are stated in the literature, and there are many research 

studies addressing the employability issues using various techniques, such as SVM, K-nearest, naïve based, 

and artificial neural networks (ANN). In this thesis we will study the employability problem comparing a 

neuro-fuzzy technique called ANFIS with a number of different classifiers. ANFIS applies both neural 

networks and fuzzy logic techniques, which takes some features from both of them. ANFIS is an inference 

system corresponding to a set of fuzzy IF-THEN rules that have learning capability to give non-exact values,

but very close to real values from the original data. 

A lot of data mining techniques can be used for classification; researchers have to select the technique that 

is compatible with their statement. 

4.2 Statistical insights:
To better understand the Computer Science (CS) market in Jordan, and study the characteristics that may 

influence on the employment possibility of graduates in the CS field, we contacted the Ministry of Digital 

Economy and Entrepreneurship and the Ministry of Labour in Jordan, to collect useful data. 

The total number of graduates from IT specializations for the year 2018 was 4180 graduates. The percentage 

of male graduates was 51% and 49% for female graduates. The percentage of graduates according to their 

academic degrees is as follows: 90% of graduates hold a bachelor degree, 6% a master degree, and 4% a

diploma.

Figure (4.1) shows the percentage of graduates from CS the field for the year 2018 according to their 

specializations – bachelor
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Figure 4. 1 The percentage of graduates from CS field for the year 2018 according to their specializations - bachelor

Figure 4.1 shows that computer science specialization has the largest number of graduates from the IT field 

with 31% of total graduates for the year 2018, and the lowest percentage goes to information network systems 

specialization. In the year 2017, the number of IT graduates was 2869; computer science specialization again 

got the highest ratio, with 29%.

The number of graduates who got jobs in IT in the year 2018 was 1512 which is 40% of total graduates, 64% 

for male and 36% for female. The percentage of employment for the year 2017 was the same (64%), but the 

number of male graduates who got jobs was less than 2018 with 61%, and 39% for female.  

Most of the IT graduates are employed in the private sector with 92%. Only 8% of total graduates are 

employed in the public sector. 
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Figure 4. 2 Employment rates according to IT specialization for year 2018

Figure 4.2 shows that computer science graduates got the highest number of jobs, with 28% of total graduates 

for the year 2018, and the lowest number goes to information network systems specialization with 1% of 

total graduates.

Figure 4. 3 Numbers of employed graduates according to their specializations for year 2018
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Figure 4.3 shows that specialization in computer network security engineering has the highest employment 

rate with 47% of total graduates for the year 2018.

As shown in the above statistics, the demand for male graduates in the IT market at Jordan is higher than

that for female graduates. Also, the statistical analysis indicates the need of some specializations in the IT 

field, such as computer network security engineering, computer engineering, and software engineering. As 

a result of previous statistics, the attributes that may influence the employability of graduates in the IT market 

in Jordan are: gender, specialization, and university. In this research, our training sample data includes these 

attributes, alongside other selected attributes.

4.3 The proposed research framework:

Figure 4. 4 Proposed research framework

4.3.1 Data collection:

The dataset used in this thesis is obtained from three Jordanian universities (Al Balqaa university, Al 

Zaytonah university, and Phladelphia university), the data collected from the tracer study carried out by 

career guide units of the same universities. The data was collected for the CS and IT graduates, mainly IT 
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method
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colleges in Jordan comprising various majors such as computer science, computer information system, 

computer network and software engineering. Recent new majors have been introduced in the universities 

such as cyber security and AI. In this thesis we study the employability of the information technology majors, 

thus we collected the data for 1095 IT graduates of three majors (CS, CIS, and software engineering), where 

the attributes that selected to build the prediction model for CS and IT graduates in this thesis that are not 

suitable for other majors like business administration or accounting because some attributes like 

programming skills not applicable to other majors. The graduates’ data are distributed according to Table 

4.1. The total graduates that studied in this thesis from Balqa Applied University, Philadelphia and 

Alzaytoneh is 560, 221 and 314 respectively. The table shows there are no graduates in CIS from 

Philadelphia University. The data was collected for the graduates during the years 2015-2019.  

As mentioned previously, there are many definitions of employability. In all definitions the main idea is the 

ability of graduates to get jobs shortly after graduation. However, most definitions of employability 

concentrate in their core on one or more of the following elements:

1. Job type: refers to the graduates’ ability to get satisfying employment that meets their skills.

2. Time: denotes the required time to get a job after graduation, or get a job without training.

3. Attributes on recruitment: the desired attributes of the graduates that denote the ability to do well or to 

learn quickly.

4. Lifelong learning: the readiness of the employee for further development and adaptation to the new 

technology. This notion is critical in the IT market.

5. Employability skills: the acquiring of basic skills determined by the employer which mean the candidate 

can meet the requirements of the job.

In this thesis 22 attributes that have been selected based on the different research that has been performed to 

define and determine the main elements of employability. 

The dataset attributes are categorized into:

∑ Demographic attributes: consists of gender, province, social strata, number of applications, time to 

work, work status and age attributes.

∑ Soft skills attributes: consists of interpersonal skills, team work skills and talent.

∑ Technical/hard skills attributes: consists of programming skills, mathematical skills, English skills 

and number of technical certificates.
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∑ Academic attributes: consists of university name, major, degree, high school grade, GPA, completion 

period, type of studying, experience.

Attribute Value Description

Gender {male, female} 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 Takes two categorical values, male or 

female 1 1 1 1 1 1 1 1 1 1 1 1 11 1 1 1 1 1 1 1 1 1 1 1 11 1 1 1 1 1 1 1 1 1 1 1 11 1 1 1 1 1 1 1 1 1 1 1 11 1 1 1 1 1 1 1 1 1 1 1 11 1 1 1 1 1 1 1 1 1 1 1 1

University {bal, ph, zay} University of graduation

Major {cs, cis, se} 1 1 1 1 1 1 1 1 1 1 1 1 1 1 11 1 1 1 1 1 1 1 1 1 1 1 1 1 11 1 1 1 1 1 1 1 1 1 1 1 1 1 11 1 1 1 1 

1 1 1 1 1 1 1 1 1 11 1 1 1 1 1 1 1 1 1 1 1 1 1 11 1 1 1 1 1 1 1 1 1 1 1 1 1 11 1 1 1 1 1 1 1 1 1 1 1 1 1 11 1 1 1 1 1 1 1 1 1 1 1 1 1 11 1 1 1 1 1 1 1 1 1 1 1 1 1 11 1 1 1 1 1 

1 1 1 1 1 1 1 1 11 1 1 1 1 1 1 1 1 1 1 1 1 1 11 1 1 1 1 1 1 1 1 1 1 1 1 1 11 1 1 1 1 1 1 1 1 1 1 1 1 1 11 1 1 1 1 1 1 1 1 1 1 1 1 1 11 1 1 1 1 1 1 1 1 1 1 1 1 1 11 1 1 1 1 1 1 

1 1 1 1 1 1 1 11 1 1 1 1 1 1 1 1 1 1 1 1 1 11 1 1 1 1 1 1 1 1 1 1 1 1 1 1

Program (computer science, computer 

information system and software 

engineering)

Province {Amman, Zarqa, Irbid,} Province of graduate

Age {20-25, 26-30, 31-40, >40} The age divided into four intervals

Programming_ skills {high, mid, low} The programming and technical skill 

divided into low, moderate or high

Educational_ degree {BSc, master. H.diploma} 1 1 

1 1 1 1  1 1  1 1  1 1  1 1   1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  

1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  

1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 1  1 

Level of certificate of graduate (bachelor, 

high diploma and master) 

Tech _ certificate Numeric1 1 11 1 1 1 1 1 1  1 1 1 1 1 1 1  1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1  1 1 1 1 1 1 1  1 1 1 1 1 1 1  1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

Total number of computer-related 

certificates

Time to work {0-6,6-12,>12}1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 The time taken to get job after graduation

in month

Interpersonal skills Numeric 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 Communication skill 

High school grade {60-70,>70-80,>80-

90,>90-100}

Grade point average at high school
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Social strata {low, mid, high} Social strata mostly depends on family 

income

GPA1 1 1 1 1 1 1 1 1 1 1 1 1 {60-68, 68-76, 76-84, 84-

100}

GPA at university divided into four 

categories based on Jordanian system

Type of  degree or mode 

of studying 

{evening, regular} Two types, evening and morning studies

Completion period {3,4,5,6,7} Number of years taken to complete the 

degree

Math skills {low, mid, high} Depends on the marks in math courses

English _ skills {weak, good, v. good, 

excellent}

Level of English command 

Team work _ skills {bad, low, mid, good, v. 

good}

Team work skills of graduate

Status {employed, unemployed, 

other}

The work status 

Experience Numeric Years of experience

Talent or hobbies {art, sport…} If the graduate has any talent, such as

drawing, or other

No. of application {0-5,5-10,11-15,>15} Number of applications submitted by the 

graduate to companies in the field when 

applying for the job

Table 4. 1 List of dataset attributes
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4.3.2 Data preprocessing:

Data preprocessing consists of data cleaning and transformation to make the dataset ready for the data mining 

algorithm.

1. Data Cleaning:

The collected data may contain inappropriate values or missed values. A cleaning process for the noisy 

values and filling in the missing data is mandatory.

(a). Missing Data:

This case emerges when the data is missed during the tracer study fulfillment. The missing data can be 

manipulated in different ways such as: 

(1) Remove the whole instance. (2) Fill in the missing values. 

The missing values can be filled manually by an expert or automatically by computing the mean of the 

attribute. In this thesis, because we have a large dataset we simply ignored all instances with missing 

values. We use the neuro-fuzzy classification technique (ANFIS) to build the classifier incrementally 

based on specific attribute that selected using IG method which does not need a big dataset.  

(b). Noisy Data:

The data are described as noisy if they are corrupted, or distorted, or has a low Signal-to-Noise Ratio. 

This case arises during data entry error, faulty data collection or any corruption. The noisy data can be 

handled by (1) binning (2) clustering (3) regression.  In this thesis we used the binning method and 

clustering, where we sorted and partitioned its equal bins then used the bin median to handle the noisy 

data, as well as we using clustering by dividing data into clusters then detecting and removing the outlier.  

2. Data Transformation:

The data must be converted into suitable forms that can be used in any data mining technique. This 

process is called data transformation. The data transformation consists of the following methods:
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1. Normalization process:

This is applied to re-write the value of the data in a manner that reduces redundancy and dependency. 

2. Attribute Selection:

It is done to extract features from the current set attributes to enhance the classification process. 

In this research we spitted some attributes based on the given attributes from the tracer study, like 

the “social strata” attributes which were created from “family income” attributes.

3. Discretization process:

This is applied to substitute the values of numeric attributes by categorical values such as the 

continuous value of the GPA replaced by interval. Discrete values have critical roles in data 

mining and knowledge discovery. They are about intervals of numbers which are more concise 

to represent and specify, and easier to use and comprehend as they are closer to a knowledge-

level representation than continuous values. Some of the attributes have been transformed into 

different categories, such as a GPA attribute. The range is classed into five parts: <60, >60-68, 

>68-76, >76-84, >84-100. Meanwhile, the age attribute is also being transformed into four ranges: 

20-25, 26-30, 31-40, >40. The continuous attributes were transformed into nominal in preparing 

the data for classification. For example, the “current status” has been changed to nominal from 

previous numeric code values. 

4. Generalization process: 

In this step, the attributes are generalized from lower levels to upper levels in hierarchy. In this 

thesis a lot of attributes from the tracer study were ignored in the final dataset and replaced with 

the general attributes, like “street name” replaced by “city”.

The data source was transferred to Excel sheets. These files were prepared and converted to (.csv) format 

in order to be compatible with the data mining software such as WEKA and MATLAB that are used in 

building the model.
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Table 4. 2 Collected data from three Jordanian universities

4.3.3 Implement ANFIS:

As discussed previously, there are two types that result from combining neural network and fuzzy logic:

(1) Neuro-Fuzzy System (NFS) (2) Fuzzy Neural Network (FNN), and we mentioned the prevalent 

technique among researchers is NFS; also the most popular algorithm in NFS is the Adaptive Neuro-

Fuzzy Inference System (ANFIS). In this thesis ANFIS will be used as a classification technique with 

modification on the attribute selection process where the IG selection method is used to determine the 

best attributes that will be suitable for the prediction model, the NFS is unsuitable for large number of 

University

Major

Computer 

science

Computer 

information 

system

Software 

engineering

total

Balqa Applied 

university

356 71 133 560

Philadelphia 

university

144 - 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

77 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 11 1 1 1 1 1 1 1 1 1 221

Alzaytonah 

university

150 69 95 314

Total 656 140 299 1095
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attribute due to computational time problem also the attribute added incrementally to the ANFIS to study 

the effects each attribute on the accuracy of the produced model.

A lot of attributes in the dataset that is used in this thesis contain crisp values that make the prediction 

process inaccurate; the input attributes in this thesis are converted into fuzzy inputs by the fuzzification 

process. Fuzzy logic in ANFIS is used to define the weights w, from fuzzy sets, in NN. The w is computed 

as a membership function for each input.

ANFIS is an adaptive technique between Sagano’s fuzzy inference system and the concept of the neural 

network approach. The adaptions between the two approaches consist of a set of functions which are 

represented as a graphical network. The network is constructed from a set of nodes that are distributed 

into five layers. 

To demonstrate how ANFIS works, let us take two inputs variables A1 and A2, and one output variable 

O1. This inputs variable represents linguistic values such as high, mid and low, and the output value is 

always crisp value. 

Figure 4. 5 ANFIS concept demonstration

As shown in Figure (4.5), the two inputs are represented using the suitable membership function 

distribution (such as triangle, Gaussian or trapezoidal). In ANFIS the output O is not represented in any 

membership function distribution, because it uses Takagi and Sugeno’s approach which is unlike the 

Mamdani approach where the output is represented using membership function distribution. In ANFIS 

the output is expressed as a function of input parameters:

4.1 O=f (A1, A2)                                         

The output function can be considering as a linear or nonlinear function. The linear function of the input 

parameter is used most of the time. 
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We can express the output function in linear wise like the equation 4.2.

4.2   Oi=piA1+qiA2+ri                  

Where i=1,2, 3…., n  

In the equation 4.2, A1 and A2 represents the input parameters, also pi , qi and ri represent the coefficients 

of the equation. These coefficients update after each iteration of ANFIS using least square error 

techniques with backpropagation or using any natural inspired techniques like Genetic Algorithm, to get 

the best value from them. The notation i refers to the number of rules which generate from the linguistic 

variable of the input parameters.

The ANFIS algorithm comprises five layers as shown in Figure (4.6). Where the linguistic variable is 

received as input then five steps are done to give crisp value, which is almost similar to the consequence 

of the rule (i.e. the class employed, unemployed or other). The rules are evaluated according to the 

training dataset. The layers are:

5. Layer 1: the input is the linguistic values and the output is the computed membership function 

for each linguistic value.

6. Layer 2: the inputs are the values of the membership function of a particular rule and the output 

W is the result of applying any t-norm (such as prod. or min) on the output of the previous layer.

7. Layer 3: the input is all the w values of the previous layer and the output is the normalized w 

value for a specific rule.

8. Layer 4: the input is the input parameters (A1 and A2) and the normalized values that are 

generated from the rules, and the outputs are 

W1O1,w2O2,……,WnOn

where Oi=piA1+qiA2+ri

9. Layer 5: the output of this layer is the result of the summation process on the values that were 

obtained from layer four.
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Figure 4. 6 Adaptive Neuro-Fuzzy Inference System

In this thesis the number of input parameters over 20, but will show here ANFIS architecture for two 

inputs parameter to simplified the presentation.

In this thesis we used incremental techniques to produce the classifier. We start by three parameters as 

input to ANFIS, then produce the classifier using the training dataset, then find the accuracy of the 

classifier using testing dataset. The number of input parameter increased incrementally by one. Our 

strategy was to build a set of classifiers using different number of input parameters. The computation 

time and accuracy of each produced classifier recorded and compared with another classification 

technique that considered as a classification benchmark. In this thesis we try to build classifier with best 

number of input parameters and the most suitable attributes. The final result that we try to get is the best 

classifier with better attributes with considers the computational time that needed by ANFIS to produce 

the classifier.

Figure 4.7 shows the network with two input values x and y, where each input has two linguistic values,

A1 , A2 and B1, B2, respectively.
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Figure 4. 7 ANFIS architecture

Here the ANFIS layers will be demonstrated in more detail and the customization of it for this research 

is shown clearly:

Layer 1: The fuzzification process is applied in this layer where each node produces the membership 

degree for each input label. The linguistic input value A1i is the input to node i, and the 

membership function μ(A) is the output Oi,1of node i:

4.3 O1,i= μAi(x)                         

The membership function for the linguistic value A might be used any type of 

parameterized μ function (such as triangle, sigmoid and trapezoidal). In this thesis we 

apply Gaussian distribution to make the result more accurate. The membership function 

μ(X):

4.4       ????? ?
??????? ???

Select best 

IG

Add more attributes incrementally
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where a, b, c is the parameter set.  The bell shapes change according to these values. 

Parameters in that layer are called premise parameters.1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1  1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  

1 1 1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1

1 1 1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1 1 1  1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

Layer 2: In this layer the nodes manipulate each rule using any T-norm such as min or prod operator. In 

this thesis we use product operation.

4.5 ?? ? ?????? ?????
Similarly, we compute the w2,w3,….,wn.

Layer 3: In this layer the normalized firing strength for each rule is calculated by each node. The result 

is a normalized firing strength.

4.6 ??????? ? ?? ??? ?
Similarly, we compute the w2. So the output O3,I is the normalized firing strength  .

O3,1=??????
Layer 4: The output of the nodes in this layer is produced from the multiply of normalized firing strength 

for each corresponding fired rule.

4.7 ???? ? ????????
where 

4.8 ?? ? ??? ? ??? ? ??
Parameters p,q and r in this layer are called consequent parameters.

Layer 5: The sum of all outputs generated from the nodes in layer 4 is the output of this layer in this layer 
a single node that sums the overall output all nodes in layer 4. The output O6,1 is

4.9 ???? ? ???????? ? ????????
The performance of ANFIS mainly depends of the membership distribution function used, as well as the 

coefficients of the consequence function p, q and r.
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The ANIFS algorithm can be tuning or training or in other word, the coefficients of the function can be 

optimized using any optimization tool like Genetic algorithm or backpropagation algorithm. In this thesis 

we use Branch and bound algorithm for tuning purposes.

4.4 Chapter Summary

In this chapter, the methodology of this thesis has been demonstrated. In this thesis the ANFIS algorithm is

implemented on the training dataset that was collected from the tracer studies conducted in three Jordanian 

universities and it is compared with a set of DM classifiers. The ANFIS algorithm is a hybrid algorithm that 

combines the fuzzy logic inference system and artificial neural network techniques. ANFIS is an algorithm

that can handle the imprecise input and result in crisp output. ANFIS achieves superior results in different 

fields because it deals with fuzzy inputs, unlike others classification techniques that require crisp inputs, thus 

in this thesis we apply ANFIS on an educational dataset to predict the employability status after graduation 

of the universities’ students. The number of attributes in the collected dataset is big to use with ANFIS, so 

in this thesis we use the incremental approach of the number of attributes in order to build the classifier 

(model). The incremental approach is performed by increasing the number of attributes by one, then build 

the classifier, then perform the testing process using the 10-fold cross validation. ANFIS is performed 50 

times to build each classifier. The computation time is a very important factor so the experts � opinion and 

other attribute selection techniques are considered to select the best attributes in this thesis.
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5 Chapter 5. RESULTS, ANALYSIS, and DISCUSSION  

In this chapter we demonstrate the result of applying the mentioned steps in our methodology using the 

dataset that has been described in the data collection phase. The classification task in the current research 

study as mentioned previously is to construct a graduate employability model in order to know the 

employment status (employed, unemployed or other) for graduates according to the dataset collected from 

the tracer study. This chapter describes how we carry out several experimental studies to test the accuracy

of the ANFIS classifier. The testing process includes comparing the results of building the employability 

classifier of ANFIS against the results of most popular classification techniques, such as decision tree, SVM, 

Naïve Bayes, and Multilayer Perceptron (MLP). We will use several measures to evaluate the performance 

such as KAPPA, RMSE and accuracy measures, and also, we will evaluate the efficiency by measuring the 

execution time of building the classifiers.

This chapter is divided into two parts. Part (5.1) illustrates the techniques and measures that we will use in 

evaluating the performance of classifiers. This part includes five sections and they are the stages of applying 

our experiments. Part (5.2) discusses the final outcomes of our experiments.

5.1 Performance evaluation

There are two stages in the classification task, consisting of training and testing phases, of which the training 

phase was illustrated previously. The testing step is illustrated by determining the testing dataset for 

estimating the accuracy of the prediction. As was discussed previously, there are many popular testing 

strategies, but the most commonly used methods are the following four methods, that are used in WEKA and 

MATLAB:

∑ Training set: this method is based on selecting a testing dataset from the training dataset randomly,

or we can use whole training dataset as a testing dataset after creating the model. This method almost 

always causes overfitting problems and makes the accuracy result unreliable, so this method rarely 

is rarely used for testing purposes.
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∑ Supplied test set: this method is based on determining the training dataset and testing dataset 

separately. This method almost always gives reliable results about the accuracy of the prediction 

model because the testing data is not the same as the training data.

∑ Percentage split: in this method the dataset is partitioned into two portions in which the first part is 

for training and the other for testing. Researchers adopt different percentages according the type of 

dataset and application; some of them use 70% for training, 30% for testing, and others use 50%, 

50%.

∑ Cross-validation: in the cross-validation method, the dataset is divided into a number of portions that 

have equal size. One of the portions is used for testing the classifier, while the remaining portions are 

dedicated for training the classifier. The process is re-implemented k times (the folds); each time a

different partition is used for testing (validation) and others for training. The results produced from 

the K testing process are combined to compute the final estimation. A 10-fold class validation is 

commonly used to get the perfect for measuring error and reduce the overfitting issues (Faber and 

Rajkó, 2007). It has been widely applied on numerous datasets with different classification 

algorithms. The following are some advantages and disadvantages of cross-validation technique:

- Advantages:

1- It provides us with the ability to use and test all of the available dataset, instead of using part for 

training and another part for testing. So we are able to make predictions on all of our data.

2- Using cross-validation gives us more metrics and important conclusions both about our algorithm 

and our data.

3- Cross-validation is very useful in multi-layer models such as neural network classifiers. We can 

train those different layers because we use the back-propagation technique. Each layer calculates 

its error and passes it back to the previous layer. 

4- Cross-validation helps in tuning the optimal value of parameters to raise the efficiency of the 

algorithm.

- Disadvantages:

1- Using cross-validation leads to a long training time; with cross-validation we have to train our 

model on multiple training sets, which needs more time.
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2- Cross-validation doesn’t really perform well with sequential data.

3- Cross-validation needs expensive computation in terms of processing power required.

Generalizability is an ability of our model, after the training process, to recognize new data and make 

reliable predictions. A model’s ability to generalize is key to the success of a classification model. One 

of the main advantages of neural networks is their ability to generalize. This means that a trained model 

could classify data from the same class as the training data that it has not seen before. In all classification 

jobs, we build our models on the available data and expect they will perfectly generalize to new data. To 

reach the best generalizability point, our dataset should be split into three parts:

- The training set is used to train the ANFIS system. The error of this dataset is reduced during 

training.

- The validation set is used to find the performance of a NN on patterns that are not trained during 

learning.

- A test set for determining the overall performance of a NN.

Training should stop because the best generalizability point has reached. Regularization technique 

performs minor modifications to the classification algorithm such that the model generalizes better. This 

enhances the model’s performance on the unseen data as well. In our experiments, we will use an early 

stopping technique which is a cross-validation strategy where we hold one part of the training set as the 

validation set. Then during the experiments when we find that the performance on the validation set is 

getting worse, we stop the training on the model.

In this thesis the 10-fold cross validation process is implemented to evaluate the accuracy of the model that 

was built using the neuro-fuzzy inference system (ANFIS). The ANFIS algorithm was applied 50 times for 

training the neural network architecture in order to reach the accurate model.

After building the above classifier, we needed to evaluate the performance of this model. We used the same 

data set to train several classifiers, such as decision tree, support vector machine SVM, Naive Bayes, and 

multilayer perceptron (MLP), in order to compare them with our classifier. All classifiers were trained and 

tested using a 10-fold cross-validation method to avoid overfitting. Since we used 10-fold cross technique, 

all the observation of our data sample was used for training and testing. The accuracy of the classifier was 
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specified by comparing the predicted class labels with the original consequence in the testing dataset. In this 

study we used several measures to evaluate our classification model. These measures include confusion 

matrix to compute the accuracy, Precision, Recall, False-Positive rate and recall. RMSE is another important 

measure used to test the efficiency of our model. Kappa measure is also used. Furthermore, as mentioned 

previously we adopted a technique based on attributes, an incremental approach to evaluate both the 

computational cost and efficiency of our classification model. We measured the computational cost by 

calculating the execution time for each classifier. 

Our attributes’ incremental approach included conducting several experiments by gradually increasing the 

selected attributes to be implemented in the classification models. We divided performance testing into 

phases according to the number of attributes.

We have used attributes selection methods such as information gaining technique to choose attributes having 

large value and to eliminate the less impotence attributes. But in other hand, we have decided to adopt another 

approach to apply all 22 attributes in our experiments to find if there are useful dependencies between those 

attributes and also to find another good weighted attributes. Our approach will start applying 4 attributes and 

then increasing the number of attributes gradually to reach 22 attributes. After adding each attribute, we will 

analyse the results and study the performance and accuracy of our model when adding the new attribute. This 

approach will give us more understanding of the impact of each individual attribute. By applying this 

approach, we will not only relay on attributes selection method to measure the importance of every single 

attribute. We will start our experiments by applying the most importance seven attributes using information 

gaining methods as follows:

5.1.1 Applying Seven Attributes Using Selection Methods:

After ranking the attributes based on their degree of importance using attributes selection technique such 

as information gaining technique, we have only selected seven attributes in this stage. These selected 

attributes have been applied on our classification and also have been applied on several classifiers, such 

as; decision tree, SVM, Naive Bayes, and multilayer perceptron (MLP).   

First, we start evaluating these selected attributes by creating a confusion matrix for each classifier as 

follows. The comparison is demonstrated in the following tables, in which the confusion matrix is 

represented for each classifier. The most seven attributes according to selection are: 



125

1- University.

2- Math_Skills.

3- Major.

4- Gender.

5- GPA.

6- English_skills.

7- Programming_skils.

Class Employed = 

yes

Employed = 

no

Total

Employed = 

yes

282 18 300

Employed = 

no

23 377 400

Total 305 395 700

Table 5. 1 Confusion matrix of ANFIS classifier using the most seven ranking attributes

Accuracy for ANFIS classifier = 659/700 = 94%

Class Employed = 

yes

Employed = 

no

Total

Employed = 

yes

268 32 300

Employed = 

no

45 355 400

Total 313 387 700

Table 5. 2 Confusion matrix of Decision Tree classifier using the most seven ranking attributes

Accuracy for Decision Tree = 623/700 = 89%
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Class Employed = 

yes

Employed = 

no

Total

Employed = 

yes

257 43 300

Employed = 

no

39 361 400

Total 296 404 700

Table 5. 3 Confusion matrix of SVM classifier using the most seven ranking attributes

Accuracy for SVM classifier = 618/700 = 88%

Class Employed = 

yes

Employed = 

no

Total

Employed = 

yes

234 66 300

Employed = 

no

68 332 400

Total 302 398 700

Table 5. 4 Confusion matrix of Naive Bayes classifier using the most seven ranking attributes

Accuracy for Naïve Bayes classifier = 566/700 = 80%

Class Employed = 

yes

Employed = 

no

Total

Employed = 

yes

276 24 300
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Employed = 

no

37 363 400

Total 313 387 700

Table 5. 5 Confusion matrix of MLP classifier using the most seven ranking attributes

Accuracy for MLP classifier = 639/700 = 91%

The above tables show again that the accuracy of ANFIS classifier has gained the highest accuracy of 

94%. The MLP classifier comes in second place with an accuracy of 91 %. While decision tree remains 

at third place and has got an accuracy of 89 %, Fourth place goes for SVM classifier with an accuracy of 

88 %. Naive Bayes has got the lowest accuracy with an accuracy of 80%. As shown in Figure 5.1, ANFIS 

and MPL classifiers prove their efficiency in achieving the best accuracy over the other classifiers.

Figure 5. 1 Efficiency comparison of classifiers with the most seven ranking attributes

Also, from the above confusion matrix, we can derive: Recall, False Positive-Rate, Precision, and F-score 

values to conduct another performance comparison between classifiers. The measurements of the classifiers’ 

performance can be determined according to statistical measures such as Precision, Recall, False Positive 

Rate, and F-score. The high values for previous measures indicates high performance, and vice versa.
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Classifier Class label Recall (%) False-Positive 

rate (%) 

Prec. (%) F-score (%)

ANFIS Employed 98.4 1.4 98.8 99.5

Not-

employed

98.1 2.8 98.4 98.4

Decision 

tree

Employed 95.6 3.6 96.1 98.6

Not-

employed

94.3 6.5 95.5 96.4

SVM Employed 93.6 7.2 95.1 95.3

Not-

employed

92.7 4.5 93.4 94.3

Naïve 

Bayes

Employed 90.2 3.8 91.4 92.7

Not-

employed

89.3 5.7 90.3 92.5

MLP Employed 96.8 3.1 97.5 97.8

Not-

employed

96.2

1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1
1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  
1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 
1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 11 1 1 1 1 1 1 1   1 1 1 1 1 1 1 1   1 1 1 1 1 1 1 1   1 1 1 1 1 1 1 1   1 1 1 1 1 1 1 1   v 1 1 1 1 1 1 1 1   v v1 1 1 1 1 1 1 1   1 1 1 1 1 1 1 1  1 
1 1 1 1 1 1 1   1 1 1 1 1 1 1 1   v v1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1    1  

3.4 96.4 97.5

Table 5. 6 Detailed accuracy by each class with the most seven ranking attributes.

Table 5.6 shows that the ANFIS classifier achieved the highest values for Recall, Precision, Recall, F-score; 

and lowest value for False-Positive rate. These values have scored in predicting both classes (Employed, 

Not-employed). On the other hand, lowest values for Recall, Precision, Recall, F-score; and highest value 

for False-Positive rate, which indicates again the superiority of ANFIS in predicting efficiency. 
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Figure 5. 2 F-score of employed and not employed classes for each classifier with the most seven ranking 
attributes

As shown in Figure 5.2, F-score values of the employed class for all classifiers are higher than the F-score 

values of the not-employed class. Thus, all classifiers have gained a higher prediction ratio for the employed 

class than prediction ratio for the not-employed class. Also note from the above figure that the F-score values 

are almost close to each other. 

Figure 5. 3 False-Positive rate of employed and not employed classe for  each classifier with the most 
seven ranking attributes.
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As shown in Figure 5.3 the False-Positive rate values of the employed class for all classifier are lower than 

False-Positive rate values of the not-employed class, this indicates great ratio of prediction for the employed 

class when applying seven selected attributes.  

To complete the evaluation process of the above classifiers, the performance of classifier determined 

according two statistical measures that are the Root Mean Square Error and Kappa measures. In our 

experiment, we applied a well-known measure which is the Root Mean Square Error (RMSE) where the 

value of its must be in minimum level to say the classifier achieve good performance. Kappa statistic is used 

to compare between two raters that are in this thesis the classified data and the testing data

Classifier RMSE Kappa statistic

ANFIS 0.1489 0.9364

Decision tree 0.1912 0.8847

SVM 0.2045 0.8713

Naïve Bayes 0.2251 0.8437

MLP 0.1634 0.9172

Table 5. 7 RMSE and Kappa statistic values for each classifier applying the most seven ranking attributes

As shown in Table 5.7 ANFIS classifier again proves its highest efficiency of performance, and this 

because it has got the lowest RMSE value of 0.1489 and a kappa statistic value of  0.9364; followed by 

MLP which achieved 0.1634  of RMSE value and a kappa statistic value of 0.9172; decision tree classifier 

comes out in third place with an RMSE value of 0.1912 and a kappa statistic value of 0.8847; followed 

by SVM classifier that has got 0.2045 of RMSE value and with a kappa statistic value of 0.8713; Naïve 

Bayes classifier stands last with the highest RMSE value (0.22451) and the lowest kappa statistic value 

(0.9172). Figure 5.4 shows an efficiency comparison of classifiers according to RMSE and Kappa 

statistic values applying seven selected attributes.
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Figure 5. 4 An efficiency comparison of classifiers according to RMSE and Kappa statistic values with 
applying the most seven ranking attributes

Table 5.8 shows the execution time for each classifier, which indicates the computational cost in building 

classification models implementing the seven selected attributes.

Classifier Execution Time (Secs)

ANFIS 5.53

Decision tree 2.91

SVM 3.12

Naïve Bayes 3.96

MLP 5.32

Table 5. 8 Execution time applying the most seven ranking attributes

As shown in table 5.8 ANFIS classifier has got the highest value of execution time with 5.53s, followed by 

MLP classifier with 5.32s. This result proves that both of MLP and ANFIS classifiers have time complexity 

problem when applying the seven selected attributes. Decision tree has gained the lowest value of execution 

time of 2.91s, which indicate again its best time efficiency over the other classifiers when applying the seven 
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selected attributes. SVM comes in the second place with value of 3.12s. The third place goes for Naïve Bayes

with time execution of 3.96s.

Now, let us start conducting the second stage of our experiments, which is applying all 22 attributes by 

increasing the number of selected attributes gradually. We will start applying eleven attributes as follows:

5.1.2 Applying Eleven Attributes:

In this stage, we increased the number of attributes to eleven. We added "English_skills" attribute to the 

selected attributes list.

After applying the classification models with the below attributes, we created a confusion matrix for each 

classification model. The following tables (Table 5.9 – Table 5.10) represent confusion matrixes for each 

classifier with implementing eleven attributes. The selected attributes in this stage are: 

1- University.

2- Province.

3- Age.

4- Gender.

5- GPA.

6- Social strata.

7- Math_Skills.

8- Time to work.

9- Type_ of _ degree.

10- Educational_ degree.

11- English_skills.

Class Employed = 

yes

Employed = 

no

Total
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Employed = 

yes

245 55 300

Employed = 

no

50 350 400

Total 295 405 700

Table 5. 9 Confusion matrix of ANFIS eleven attibutes classifier

Accuracy for ANFIS classifier = 595 / 700 = 85 %

Class Employed = 

yes

Employed = 

no

Total

Employed = 

yes

223 77 300

Employed = 

no

70 330 400

1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 

1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  

1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 

1 1 1 1 1 1 1 1 1  1 1 1 1

Total 283 407 700

Table 5. 10 Confusion matrix of Decision Tree eleven attibutes classifier

Accuracy for Decision Tree = 553/ 700 = 79 %

Class Employed = 

yes

Employed = 

no

Total

Employed = 

yes

210 90 300

Employed = 

no

81 319 400



134

Total 291 409 700

Table 5. 11 Confusion matrix of SVM classifier with eleven attributes

Accuracy for SVM classifier = 529 / 700 = 75 %

Class Employed = 

yes

Employed = 

no

Total

Employed = 

yes

187 113 300

Employed = 

no

82 308 400

Total 267 421 700

Table 5. 12 Confusion matrix of Naive Bayes classifier with eleven attibutes

Accuracy for Naïve Bayes classifier = 495/ 700 = 69.8 %

Class Employed = 

yes

Employed = 

no

Total

Employed = 

yes

236 64 300

Employed = 

no

63 337 400

Total 299 408 700

Table 5. 13 Confusion matrix of MLP classifier with eleven attibutes

Accuracy for MLP classifier = 573 / 700 = 81 %

The above tables show that the accuracy of the ANFIS classifier has increased when "English_skills" added 

to selected attributes list, and it has achieved the highest accuracy with value of 85%. The MLP classifier 

comes in second place with an accuracy of 81 %. Decision tree came in third place and has got an accuracy 
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of 79 %. Fourth place goes to SVM classifier with an accuracy of 74 %. Naive Bayes has got the lowest 

accuracy with an accuracy of 69.8%. As shown (Figure 5.5), ANFIS and MLP classifiers keep their 

superiority in achieving the best accuracy over the other classifiers. Based on the previous accuracy 

enhancement, we found that "English_skills" attribute has an effective role in improving the accuracy of the 

prediction. 

Figure 5. 5 Efficiency comparison of classifiers with eleven attributes

Table (5.14) shows Recall, False-Positive rate, Precision, and F-score values for applying the prediction 

classifiers with eleven attributes. The measure values in the table below are for both classes "Employed" and 

"Not-employed".

Classifier Class label Recall (%) False-Positive 

rate (%) 

Prec. (%) F-score (%)

ANFIS Employed 86.4 1.6 87.2 87.9

Not-

employed

86.7 2.2 85.7 87.5

Employed 82.4 2.8 82.8 82.5
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Decision 

tree

Not-

employed

81.6 3.1 81.7 82.6

SVM Employed 78.4 4.2 77.7 77.8

Not-

employed

78.1 4.4 78.2 76.7

1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 

1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 

1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 

Naïve 

Bayes

Employed 74.2 5.2 73.7 74.2

Not-

employed

73.7

1

4.1 73.4 72.9

MLP Employed 84.2 2.1 84.7 83.9

Not-

employed

83.9 2.3 84.2 83.8

Table 5. 14 Detailed accuracy by each class for eleven attributes classifiers.

As shown in Table (5.14), after applying eleven attributes to all prediction classifiers, the ANFIS classifier 

gained the highest values for Recall, Precision, Recall, F-score; and lowest value for False-Positive rate. 

These predicting values for both classes (Employed, Not-employed) has enhanced when added 

"English_skills" attribute to selected attributes list. 
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Figure 5. 6 F-score of employed and not employed classes for each classifier with applying eleven 
attributes

As shown in Figure (5.6) the prediction ratio enhanced when adding "English_skills" to the selected attributes 

list, which indicates good weight of this new added attribute.

Figure 5. 7 False-Positive rate of employed and not employed classes for each classifier with eleven 
attributes
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As shown in Figure (5.7) the False-Positive rate values of the employed class for all classifier are lower than 

False-Positive rate values of not-employed class. This indicates again, the excellent ratio of prediction for 

the “employed” class when applying eleven attributes. Furthermore, the previous result proves that the 

accuracy of the ANFIS classifier is the best over other classifiers. Still, the continuous in error reduction 

indicates better efficiency when increasing the number of attributes used in building the classification. 

Table (5.15) shows the values of RMSE and Kappa measures to estimate the efficiency of the prediction 

classifier when applying eleven attributes including "English_skills". 

Classifier RMSE Kappa statistic

ANFIS 0.2003 0.8746

Decision tree 0.2665 0.8237

SVM 0.2978 0.7832

Naïve Bayes 0.3675 0.7564

MLP 0.2163 0.8489

1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  
1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 11 1 1 1 1 1 1 1   1 1 1 1 1 1 1 1   1 1 1 1 1 1 1 1   1 1 1 1 1 1 1 1   1 1 1 1 1 1 1 1 v 1 1 1 1 1 1 1 1   v v1 1 1 1 1 1 1 1   1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1   1 1 1 1 1 1 1 1   v v1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1    1  

Table 5. 15 RMSE and Kappa statistic values for each classifier applying eleven attributes

As shown in Table (5.15), Kappa and RMSE measure values have improved when adding "English_skills" 

attribute. Figure (5.8) shows an efficiency comparison of classifiers according to RMSE and Kappa statistic 

values when applying eleven attributes.
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Figure 5. 8 An efficiency comparison of classifiers according to RMSE and Kappa statistic values when 
applying eleven attributes

As shown in Figure (5.8), the efficiency performance of all classifiers has enhanced the same according to 

RMSE and Kappa measures. This confirms the effective of   "English_skills" attribute in increasing the 

accuracy ratio.

Table (5.16) shows the execution time for each classifier, which indicates the computational cost in building 

classification models implementing eleven attributes.

Classifier Execution Time (Secs)

ANFIS 5.57

Decision tree 2.95

SVM 3.16

Naïve Bayes 4.00

MLP 6.36

Table 5. 16 Execution time for eleven attributes classifiers
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As shown from Table (5.16), execution time for implementing ANFIS classifier when using eleven attributes 

has increased. As shown in the above table, MLP classifier has got the highest value of execution time with 

6.36s, followed by ANFIS with 5.57s. The values of execution time for all classifiers have also increased, 

but the increase in time was acceptable. Decision tree has gained the lowest value of execution time of 2.95s, 

which indicates again its best time efficiency over the other classifiers when increasing the number of 

attributes. SVM comes in the second place with a value of 3.16s. The third place goes to Naïve Bayes with 

time execution of 4.00s.

5.1.3 Applying Fifteen Attributes:

In this stage, we increased the number of attributes to fifteen. We added "Talent" attribute to the selected 

attributes list.

Tables (Table 5.97 – Table 5.101) represent confusion matrixes for each prediction classifier using fifteen 

attributes. The selected attributes in this stage are: 

1- University.

2- Province.

3- Age.

4- Gender.

5- GPA.

6- Social strata.

7- Math_Skills.

8- Time to work.

9- Type_ of _ degree.

10- Educational_ degree.

11- English_skills.

12- Completion _ period.

13- Interpersonal_skills.

14- High_school_grade.

15- Talent.
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Class Employed = 

yes

Employed = 

no

Total

Employed = 

yes

255 45 300

Employed = 

no

40 360 400

Total 295 405 700

Table 5. 17 Confusion matrix of ANFIS fifteen attibutes classifier

Accuracy for ANFIS classifier = 605 / 700 = 86 %

Class Employed = 

yes

Employed = 

no

Total

Employed = 

yes

233 67 300

Employed = 

no

60 340 400

1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 

1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  

1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 

1 1 1 1 1 1 1 1 1  1 1 1 1

Total 283 407 700

Table 5. 18 Confusion matrix of Decision Tree fifteen attibutes classifier

Accuracy for Decision Tree = 563/ 700 = 80 %

Class Employed = 

yes

Employed = 

no

Total

Employed = 

yes

220 80 300
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Employed = 

no

71 329 400

Total 291 409 700

Table 5. 19 Confusion matrix of SVM classifier with fifteen attributes

Accuracy for SVM classifier = 539 / 700 = 77 %

Class Employed = 

yes

Employed = 

no

Total

Employed = 

yes

197 103 300

Employed = 

no

72 318 400

Total 267 421 700

Table 5. 20 Confusion matrix of Naive Bayes classifier with fifteen attibutes

Accuracy for Naïve Bayes classifier = 505/ 700 = 72 %

Class Employed = 

yes

Employed = 

no

Total

Employed = 

yes

246 54 300

Employed = 

no

53 347 400

Total 299 408 700

Table 5. 21 Confusion matrix of MLP classifier with fifteen attibutes

Accuracy for MLP classifier = 583 / 700 = 83 %
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The above tables show that the accuracy ratio of applying the ANFIS classifier has not improved when 

"Talent" attribute added to selected attributes list, and it remains in the first place with accuracy ratio of 86%. 

The accuracy ratio of MLP classifier not affected with the same accuracy ratio of 83 %. Decision tree came 

in third place and has got an accuracy of 82 %. Fourth place goes to SVM classifier with an accuracy of 77 

%. Naive Bayes has got the lowest accuracy with an accuracy of 72%. As shown (Figure 5. 9), ANFIS and 

MLP classifiers still achieved the highest accuracy over the other classifiers.

Figure 5. 9 Efficiency comparison of classifiers with fifteen attributes

Table (5.22) shows Recall, False-Positive rate, Precision, and F-score values for building the classification 

model with fifteen attributes. The measure values in the table below are for both classes "Employed" and 

"Not-employed".

Classifier Class label Recall (%) False-Positive 

rate (%) 

Prec. (%) F-score (%)

ANFIS Employed 87.3 1.4 87.9 88.7

Not-

employed

87.4 2.2 86.4 87.8

Employed 83.4 2.6 83.7 83.3
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Decision 

tree

Not-

employed

82.8 2.9 82.5 83.6

SVM Employed 79.4 4.2 78.6 78.5

Not-

employed

78.7 4.1 78.8 77.6

1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 

1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 

1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 

Naïve 

Bayes

Employed 75.8 5.1 74.5 74.8

Not-

employed

74.6 3.8 73.5 73.7

MLP Employed 85.1 2.0 85.3 84.8

Not-

employed

84.7 2.1 85.4 84.5

Table 5. 22 Detailed accuracy by each class for fifteen attributes classifiers.

As shown in Table (5.22), after building prediction classifiers using fifteen attributes, the ANFIS classifier 

gained the highest values for Recall, Precision, Recall, F-score; and less value for False-Positive rate, which 

is the same result in previous stages. The accuracy ratio remains the same when added "Talent" attribute to 

selected attributes list. 
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Figure 5. 10 F-score of employed and not employed classes for each classifier with applying fifteen 
attributes

As shown in Figure (5.10) the prediction ratio not enhanced when "Talent" attribute added to the selected 

attributes list, which shows less weight of this attribute.

Figure 5. 11 False-Positive rate of employed and not employed classes for each classifier with fifteen 
attributes

As shown in Figure (5.11) the False-Positive rate values of the employed class for all classifier are lower 

than False-Positive rate values of not-employed class. This indicates also, the excellent ratio of prediction 

for the “employed” class when applying fifteen attributes. On the other hand, the previous result proves that 

the accuracy of the ANFIS classifier is the best over other classifiers using our dataset. 

0

10

20

30

40

50

60

70

80

90

100

ANFISDecision
tree

SVMNaïve
bayes

MLP

F-measure (%) of
employed

F-measure (%) of not-
employed

0

1

2

3

4

5

6

ANFISDecision
tree

SVMNaïve
bayes

MLP

FP-rate (%) of
employed

FP-rate (%) of not-
employed



146

Table (5.23) shows the values of RMSE and Kappa measures to measure the efficiency of the prediction 

classifier when using fifteen attributes including "Talent". 

Classifier RMSE Kappa statistic

ANFIS 0.1953 0.8859

Decision tree 0.2432 0.8358

SVM 0.2834 0.7969

Naïve Bayes 0.3441 0.7686

MLP 0.2011 0.8577

Table 5. 23 RMSE and Kappa statistic values for each classifier applying fifteen attributes

As shown in Table (5.23), Kappa and RMSE measure values have not enhanced when adding "Talent"

attribute. Figure (5.12) shows an efficiency comparison of classifiers according to RMSE and Kappa statistic 

values when applying fifteen attributes.
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Figure 5. 12 An efficiency comparison of classifiers according to RMSE and Kappa statistic values when 
applying fifteen attributes

As shown in Figure (5.12), the efficiency performance of all classifiers has not improved according to RMSE 

and Kappa measures.  

Table (5.24) shows the execution time for each classifier, which indicates the computational cost in building 

classification models implementing fifteen attributes.

Classifier Execution Time (Secs)

ANFIS 8.46

Decision tree 4.74

SVM 4.63

Naïve Bayes 6.18

MLP 8.84

Table 5. 24 Execution time for fifteen attributes classifiers

As shown from Table (5.24), execution time for implementing ANFIS classifier when using fifteen attributes 

has increased. As shown in the above table, MLP classifier has got the highest value of execution time with 

8.84s, then ANFIS with 8.46s. The values of execution time for all classifiers have also increased, but the 

rate of increase of time ratio is the same for all. Decision tree has got the less value of execution time of 
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4.74s, which shows again its best time efficiency over the other classifiers when increasing the number of 

attributes. SVM comes in the second place with a value of 4.63s. The third place goes to Naïve Bayes with 

time execution of 6.18s.

5.1.4 Applying Nineteen Attributes:

Now, we will increase the number of attributes to nineteen. We included "Team work skills" attribute to 

the selected attributes list.

Tables (Table 5.25 – Table 5.26) represent confusion matrixes for each prediction classifier with applying 

nineteen attributes. The selected attributes in this stage are: 

1- University.

2- Province.

3- Age.

4- Gender.

5- GPA.

6- Social strata.

7- Math Skills.

8- Time to work.

9- Type of degree.

10- Educational degree.

11- English skills.

12- Completion period.

13- Interpersonal skills.

14- High school grade.

15- Talent.

16- Programming skills.

17- Tech certificate.

18- Experience.

19- Team work skills.
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Class Employed = 

yes

Employed = 

no

Total

Employed = 

yes

275 25 300

Employed = 

no

20 380 400

Total 295 405 700

Table 5. 25 Confusion matrix of ANFIS nineteen attibutes classifier

Accuracy for ANFIS classifier = 625 / 700 = 89 %

Class Employed = 

yes

Employed = 

no

Total

Employed = 

yes

253 47 300

Employed = 

no

40 360 400

1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 

1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  

1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 

1 1 1 1 1 1 1 1 1  1 1 1 1

Total 283 407 700

Table 5. 26 Confusion matrix of Decision Tree nineteen attibutes classifier

Accuracy for Decision Tree = 583/ 700 = 83 %

Class Employed =

yes

Employed = 

no

Total

Employed = 

yes

240 60 300
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Employed = 

no

51 349 400

Total 291 409 700

Table 5. 27 Confusion matrix of SVM classifier with nineteen attributes

Accuracy for SVM classifier = 559 / 700 = 79 %

Class Employed = 

yes

Employed = 

no

Total

Employed = 

yes

217 83 300

Employed = 

no

52 338 400

Total 267 421 700

Table 5. 28 Confusion matrix of Naive Bayes classifier with nineteen attibutes

Accuracy for Naïve Bayes classifier = 525/ 700 = 75 %

Class Employed = 

yes

Employed = 

no

Total

Employed = 

yes

266 34 300

Employed = 

no

33 367 400

Total 299 408 700

Table 5. 29 Confusion matrix of MLP classifier with nineteen attibutes

Accuracy for MLP classifier = 603 / 700 = 86 %
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The tables above show that the accuracy ratio of applying the ANFIS classifier has not improved when 

"Team work skills" attribute added to selected attributes list, and it remains in the first place with accuracy 

ratio of 89%, which is the same ratio over the previous stage. The accuracy ratio of MLP classifier not 

affected with the same accuracy ratio of 86 %. Decision tree came in third place and has got an accuracy of 

83 %. Fourth place goes to SVM classifier with an accuracy of 79 %. Naive Bayes has got the lowest accuracy 

with an accuracy of 75%. As shown (Figure 5.65), ANFIS and MLP classifiers keep the highest accuracy 

ratio over the other classifiers.

Figure 5. 13 Efficiency comparison of classifiers with nineteen attributes

Table (5.30) shows Recall, False-Positive rate, Precision, and F-score values for applying the classification 

model with nineteen attributes. The measure values in the following table are for both categories; 

"Employed" and "Not-employed".

Classifier Class label Recall (%) False-Positive 

rate (%) 

Prec. (%) F-score (%)

ANFIS Employed 89.3 1.2 88.7 89.9

Not-

employed

89.8 2.0 87.5 89.4
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Decision 

tree

Employed 85.6 2.3 85.4 84.8

Not-

employed

84.4 2.5 84.3 85.1

SVM Employed 81.3 4.0 80.6 80.4

Not-

employed

80.7 3.9 81.4 80.3

1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 

1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 

1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 

Naïve 

Bayes

Employed 77.5 4.9 76.8 76.6

Not-

employed

76.3 4.6 75.2 75.6

MLP Employed 87.6 1.8 87.2 86.4

Not-

employed

86.3 2.0 87.5 86.4

Table 5. 30 Detailed accuracy by each class for nineteen attributes classifiers.

As shown in Table (5.30), after building prediction classifiers using nineteen attributes, the ANFIS classifier 

has obtained the largest values for Recall, Precision, Recall, F-score; and less value for False-Positive rate. 

The accuracy ratio has not improved when added "Team_work_skills" attribute to selected attributes list. 
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Figure 5. 14 F-score of employed and not employed classes for each classifier with applying nineteen 
attributes

As shown in Figure (5.14) the prediction ratio has enhanced when "Team work skills" attribute added to the 

selected attributes list, which shows less weight of this attribute.

Figure 5. 15 False-Positive rate of employed and not employed classes for each classifier with nineteen 
attributes

As shown in Figure (5.15) the False-Positive rate values of the employed class for all classifier are lower 

than False-Positive rate values of not-employed class. This shows also, the excellent ratio of prediction for 

the “employed” class when applying nineteen attributes. 
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Table (5.31) shows the values of RMSE and Kappa measures to measure the efficiency of the prediction 

classifier when using nineteen attributes including "Team work skills" attribute. 

Classifier RMSE Kappa statistic

ANFIS 0.1838 0.8963

Decision tree 0.2341 0.8465

SVM 0.2748 0.8054

Naïve Bayes 0.3303 0.7779

MLP 0.1965 0.8684

Table 5. 31 RMSE and Kappa statistic values for each classifier applying nineteen attributes

As shown in Table (5.31), Kappa and RMSE measure values have not really enhanced when adding "Team 

work skills" attribute. Figure (5.16) shows an efficiency comparison of classifiers according to RMSE and 

Kappa statistic values when applying nineteen attributes.

Figure 5. 16An efficiency comparison of classifiers according to RMSE and Kappa statistic values when 
applying nineteen attributes

As shown in Figure (5.16), the efficiency performance of all classifiers has not improved based on RMSE 

and Kappa measures.  
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Table (5.32) shows the execution time for each classifier, which shows the computational cost in building 

classification models using nineteen attributes.

Classifier Execution Time (Secs)

ANFIS 12.67

Decision tree 5.45

SVM 5.64

Naïve Bayes 8.14

MLP 13.86

Table 5. 32 Execution time for nineteen attributes classifiers

As shown from Table (5.32), execution time for applying ANFIS classifier when using nineteen attributes 

has increased. As shown in the above table, MLP classifier as usual has got the highest value of execution 

time with 13.86s, which is considered long time in building this model, then ANFIS with 12.67s. The values 

of execution time for all classifiers have also increased. Decision tree has got the less value of execution time 

of 5.45s, which proves its best time efficiency over the other classifiers when increasing the number of 

attributes. SVM comes in the second place with a value of 5.64s. The third place goes to Naïve Bayes with 

time execution of 8.14s.

5.1.5 Applying Twenty-Two Attributes:

Finally, we reach final stage which is increasing the number of attributes to twenty-two. We included 

"No of application" attribute to the selected attributes list.

Tables (Table 5.153 – Table 5.157) represent confusion matrixes for each prediction classifier with 

applying twenty-two attributes. The selected attributes in this stage are: 

1- University.

2- Province.
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3- Age.

4- Gender.

5- GPA.

6- Social strata.

7- Math Skills.

8- Time to work.

9- Type of degree.

10- Educational degree.

11- English skills.

12- Completion period.

13- Interpersonal skills.

14- High school grade.

15- Talent.

16- Programming skills.

17- Tech certificate.

18- Experience.

19- Team work skills.

20- Status.

21- Major.

22- No of application.

Class Employed = 

yes

Employed = 

no

Total

Employed = 

yes

290 10 300

Employed = 

no

5 395 400

Total 295 405 700
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Table 5. 33 Confusion matrix of ANFIS twenty two  attibutes classifier

Accuracy for ANFIS classifier = 640 / 700 = 91 %

Class Employed = 

yes

Employed = 

no

Total

Employed = 

yes

295 5 300

Employed = 

no

2 398 400

Total 297 403 700

Table 5. 34 Confusion matrix of Decision Tree twenty two  attibutes classifier

Accuracy for Decision Tree = 650/ 700 = 92 %

Class Employed = 

yes

Employed = 

no

Total

Employed = 

yes

255 45 300

Employed = 

no

36 364 400

Total 291 409 700

Table 5. 35 Confusion matrix of SVM classifier with twenty two attributes

Accuracy for SVM classifier = 574 / 700 = 82 %

Class Employed = 

yes

Employed = 

no

Total
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Employed = 

yes

237 83 300

Employed = 

no

32 358 400

Total 267 421 700

Table 5. 36 Confusion matrix of Naive Bayes classifier with twenty two  attibutes

Accuracy for Naïve Bayes classifier = 545/ 700 = 77 %

Class Employed = 

yes

Employed = 

no

Total

Employed = 

yes

278 22 300

Employed = 

no

21 379 400

Total 299 408 700

Table 5. 37 Confusion matrix of MLP classifier with twenty two attibutes

Accuracy for MLP classifier = 615 / 700 = 87 %

As shown in the tables above that important change has occurred, which is Decision tree classifier beats both 

ANFIS and MLP classifiers with accuracy ratio of 92% when applying 22 attributes including "No of 

application" attribute. The ANFIS classifier comes in second place with accuracy ratio of 91. The accuracy 

ratio of MLP classifier not affected with the same accuracy ratio of 87 %. Fourth place goes to SVM classifier 

with an accuracy of 82 %. Naive Bayes has got the lowest accuracy with an accuracy of 77%. As shown 

(Figure 5.17), Decision tree and ANFIS classifiers have gained the highest accuracy ratio over the other 

classifiers.
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Figure 5. 17 Efficiency comparison of classifiers with twenty two attributes

Table 5.38 shows Recall, False-Positive rate, Precision, and F-score values for applying the classification 

model with twenty-two attributes. The measure values in the following table are for both classes; "Employed" 

and "Not-employed".

Classifier Class label Recall (%) False-Positive 

rate (%) 

Prec. (%) F-score (%)

ANFIS Employed 91.2 1.1 89.6 91.3

Not-

employed

90.9 1.8 89.3 90.1

Decision 

tree

Employed 92.4 0.9 92.3 92.6

Not-

employed

91.7 1.0 90.1 91.3

SVM Employed 82.5 3.9 81.6 82.5

Not-

employed

81.7 3.8 82.5 81.4
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Naïve 

Bayes

Employed 78.5 4.1 77.7 77.5

Not-

employed

77.4 4.2 76.1 76.5

MLP Employed 88.6 1.7 88.1 88.6

Not-

employed

87.8 2.0 87.9 87.3

Table 5. 38 Detailed accuracy by each class for twenty two attributes classifiers.

As shown in Table (5.38), after building prediction classifiers using twenty-two attributes, the Decision tree 

classifier has obtained the largest values for Recall, Precision, Recall, F-score; and less value for False-

Positive rate. The accuracy ratio has improved when added "No_of_application" attribute to selected 

attributes list. 

Figure 5. 18 F-score of employed and not employed classes for each classifier with applying twenty two 
attributes

As shown in Figure (5.18) the prediction ratio has enhanced when "No of application" attribute added to the 

selected attributes list, which indicates good weight of this attribute.
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Figure 5. 19 False-Positive rate of employed and not employed classes for each classifier with twenty two 
attributes

As shown in Figure (5.19) the False-Positive rate values of the employed class for all classifier are lower 

than False-Positive rate values of not-employed class. This shows again, the excellent ratio of prediction for 

the “employed” class when applying twenty-two attributes. 

Table (5.39) shows the values of RMSE and Kappa measures to measure the efficiency of the prediction 

classifier when using twenty-two attributes including "No of application" attribute. 

Classifier RMSE Kappa statistic

ANFIS 0.1746 0.9176

Decision tree 0.1638 0.9235

SVM 0.2538 0.8264

Naïve Bayes 0.3125 0.7848

MLP 0.1813 0.8843

Table 5. 39 RMSE and Kappa statistic values for each classifier applying twenty two  attributes

As shown in Table (5.39), Kappa and RMSE measure values have enhanced when adding "No of application"

attribute. Figure (5.20) shows an efficiency comparison of classifiers according to RMSE and Kappa statistic 
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values when applying twenty-two attributes. Also, the above shows that Decision tree has defeated the 

ANFIS classifier for the first time.

Figure 5. 20 An efficiency comparison of classifiers according to RMSE and Kappa statistic values when 
applying twenty two  attributes

As shown in Figure (5.20), the efficiency performance of all classifiers has improved with preference to 

Decision tree classifier.  

Table (5.40) shows the execution time for each classifier, which shows the computational cost in building 

classification models using twenty-two attributes.

Classifier Execution Time (Secs)

ANFIS 17.48

Decision tree 7.16

SVM 7.59

Naïve Bayes 10.48

MLP 18.74

Table 5. 40 Execution time for twenty two attributes classifiers

As shown from Table 5.40, execution time for applying ANFIS classifier when using twenty-two attributes 

has increased significantly. As shown in the above table, MLP classifier as usual has got the highest value 
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of execution time with 18.74s, which is considered very long time in execution the building task for this 

classifier, then ANFIS with 17.48 s, which also long time. The values of execution time for all classifiers 

have also increased. Decision tree has got the less value of execution time of 7.16s, which proves its best 

time efficiency over the other classifiers when increasing the number of attributes. SVM comes in the second 

place with a value of 7.59s. The third place goes to Naïve Bayes with time execution of 10.48s.

5.2 Final discussion:

In this section we will discuss the final outcome of conducting the previous experiments. Various 

numbers of attributes have been used to build and train several classification models. The previous results 

show that our approach in applying the most seven ranked attributes for each classifier has achieved 

better accuracy ratio than applying all attributes, which indicates that there are a lot of useless applied 

attributes. Also, the results of applying all attributes proves that ANFIS classifier unsuitable for applying 

a large number of attributes, because the more attributes applied the more time is needed to build the 

model, that is, the number of attributes is directly proportional to the time of implementation. On the 

other hand, the decision tree classifier proves its efficiency in applying large number of attributes due to 

the short time it needs in carrying out the classification task and the high accuracy it has achieved in all 

stages.

During conducting the experiments and increasing the number of attributes gradually, we have found the 

following high weight attributes:

1- Gender.

2- GPA.

3- Math skills.

4- English Skills.

5- Interpersonal skills.

6- Programming skills.

7- Experience.

8- Status.

9- No of application.



164

As mentioned previously, we have used attributes selection method to eliminate the attributes and to 

choose high ranking attributes, these are:

1- University.

2- Math Skills.

3- Major.

4- Gender.

5- GPA.

6- English skills.

7- Programming skills.

As noted from the above two lists, that in our approach we have only seven high weighted attributes, but 

in the first list there are nine attributes. In our approach, we don't have some of these attributes, such as; 

Interpersonal skills, Programming skills, Experience, Status, and No of application. And we have five 

attributes out of seven that exist in the first list, which gives a high rate of convergence between the two 

approaches.

Table (5.41) illustrates the final outcomes of building ANFIS, decision tress, SVM, Naïve Bayes, and 

MLP classifiers. The table separates the values of accuracy, error ratio, Kappa, and execution time based 

on the two different approaches that we have used; we called applying all 22 attributes “Approach no.1” 

and applying high seven attributes “Approach no. 2”

Classifier Approach 

no.

Accuracy 

(%)

Error ratio KAPPA Execution 

time (Secs) 

ANFIS 1 91 0.1746 0.9176 2.40

2 94 0.1489 0.9364 17.48

Decision 

Tree

1 92 0.1638 0.9235 1.80

2 89 0.1912 0.8847 7.16

SVM 1 82 0.2538 0.8264 2.05
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2 88 0.2045 0.8713 7.59

Naïve 

Bayes

1 77 0.3125 0.7848 2.30

2 80 0.2251 0.8437 10.48

MLP 1 87 0.1813 0.8843 2.70

2 91 0.1634 0.9172 18.74

1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  
1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1 1 1 1 1 11 1 1 1 1 1 1 1   1 1 1 1 1 1 1 1   1 1 1 1 1 1 1 1   1 1 1 1 1 1 1 1   1 1 1 1 1 1 1 1   v 1 1 1 1 1 1 1 1   v v1 1 1 1 1 1 1 1   1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1   1 1 1 1 1 1 1 1   v v1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1  1 1 1 1 1 1 1 1    1  

Table 5. 41 Final outcome of applying two different approaches for all classifiers.

As we can note from the above table, the highest accuracy ratio in approach no.1 goes for Decision tree, 

and it also has got the lowest error ratio with shortest time for execution the classification task. This 

indicates high efficiency and accuracy for this classifier when applying 22 attributes. On the other hand, 

ANFIS classifier has got the highest accuracy ratio in “Approach no. 2” and also has achieved highest 

accuracy over all stages with 94%. As shown in Table (5.41) ANFIS and MLP classifier have the longest 

time in execution the classification job, which indicates problem in handling large number attributes in 

both classifiers and increasing the execution time is directly proportional to increasing the number of 

attributes. The best way to use ANFIS classifier is to eliminate the large number of attributes using 

attributes selection method to avoid the complexity problem.
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5.3 Chapter Summary:

This chapter details how we conducted several experiments to evaluate and test the performance of the 

ANFIS classifier. The testing process included comparing the result of building an employability prediction 

model of ANFIS with the results of several classifiers, such as decision tree, SVM, Naïve Bayes, and MLP. 

In the testing phase, we adopted an incremental approach based on increasing the number of applied 

attributes gradually. We started applying the classifiers with only three attributes, and increased the number 

of attributes by one in each testing phase. In the last testing phase, we applied seven attributes. We used 

several measures to evaluate the performance such as Kappa, RMSE and accuracy measures, and also, we 

evaluated the efficiency by measuring the execution time of building the classifiers. The results of applying 

classification models based on various numbers of attributes showed that an increasing number of attributes 

is directly proportional to increased accuracy and Kappa values, as well as increasing the number of attributes 

is inversely proportional to RMSE values. Based on these results, increasing the number of attributes used 

for building the classifiers will enhance the performance of these classifiers. Furthermore, we concluded 

with a sudden change in the values of execution time for the ANFIS classifier. We have noticed from the 

results that the execution time of building the ANFIS classifier is increased significantly when the number 

of attributes is greater than five. This indicates that ANFIS has a complexity problem when applying a large 

number of attributes.
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6 Chapter 6. FINAL PREDICTION OUTCOMES 

Introduction

Classification issues are considered as one of the most important data mining topics. Various assessment 

measures can be used to determine the quality of the data mining technique in the classification, extracting 

the optimal classifier from the huge dataset that achieves the trade-off between the accuracy of the classifier 

and the complexity of the classification algorithm. 

In this chapter we will discuss the best model (classifier) based on the experimental studies that were

conducted in Chapter five of the current research study. In this chapter we will determine the best model,

mainly based on the accuracy and computational time as the most important factors for evaluating the 

classification techniques and the classifiers. Finally, we demonstrate the best classifier based on specific 

measures.

This chapter is organized as follows: in section 6.1, we will show the best extracted classifier after comparing 

ANFIS, decision tree, SVM, MLP, and Naïve Bayes on our dataset based on a specific number of attributes. 

In section 6.2 we will discuss the attributes that most affect the classifier to make it achieve the best 

performance against other classifiers. In section 6.3 we will compare the best attributes that were determined 

by our experiments with the human experts’ opinions about the best characteristics for graduates to get a job 

quickly.

6.1 The optimal classifier:

In this thesis, we studied 22 attributes that were collected from the tracer studies of three Jordanian 

universities. The attributes selected depend on the opinion of experts and related studies of employability. In 

this thesis, we used some attributes according to attributes selection methods, such as information gaining 

techniques to choose the attributes with the highest weights. The result of applying an information gaining 

technique on 22 attributes was seven attributes. The selected attributes are: Gender, Major, GPA, University, 

Math skills, English skills, and Programming skills.

On the other hand, we adopted an incremental approach to gradually increasing the number of attributes to 

be implemented in order to generate the classification models, and by applying this approach, we have found 

nine high weighted attributes these are; Gender, GPA, Math_skills, English_Skills, Interpersonal_skills, 
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Programming skills, Experience, Status, and No of application. We divided our experiments into several

phases. In the first phase we applied seven attributes, and increased the number of attributes in each phase 

by one attribute until reaching seven attributes in the last phase. 

Table 6. 1 Number of attributes Accuracy (%) RMSE, Kappa, Execution time (Secs)

As shown in Table 6.1, the best classifier was produced when the number of attributes was seven followed 

with the 22, with dramatic enhancement. Moreover, the execution time of building the ANFIS classifier was 

very high.

After using the information gaining technique on the 22 attributes to select the most important attributes and 

applying the ANFIS incrementally to build the classifier, we started with seven attributes to build the 

classifier using ANFIS. In the last stage of our experiment, we used all 22 attributes, and we encountered the 

complexity problem: the computer was entering an infinite loop due to the large number of attributes. 

6.2 The best /attributes determination:
After applying the ANFIS algorithm to extract the classifier from the dataset by using the highest ranked

attributes, we found that selected attributes significantly affect the accuracy of the classifier during the testing 

phase. In this section we will discuss the most important attributes through their influences on accuracy;

these attributes may help the decision makers in the educational institutions in enhancing their instructional 

strategies and curriculum, that basically will enhance the outcomes of these institutions and solve the 

employability problem. These attributes are:

Number of 

attributes

Accuracy

)%(

RMSE KAPPA Execution 

time�Secs�

T 94 0.1489 0.9364 5.53

NN 84 0.2003 0.8746 5.57

NR 86 0.1953 0.8859 8.46

N? 90 0.1838 0.8963 12.67

OO 19 7460.1 1760.9 17.48
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1. Gender: during the experimental studies that were performed using ANFIS algorithm on our dataset, 

we found the “gender” attribute to be very important to enhance the accuracy of the classifier. This 

attribute plays an important role in building robust classifiers. When applying this attribute, the 

accuracy of the classifier was enhanced from 69% to 71%. This means the accuracy is enhanced 

with a ratio of 2%.   

2. GPA: the “GPA” attribute came out in the third place of the most affecting attributes on accuracy. 

Considering this attribute in the selected attributes has shown good enhancement on the performance 

of the classifier, which indicates a good role for the “GPA” attribute when building employability 

classifiers. The accuracy has been enhanced from 71% to 75%, with an enhanced ration of 4%.

3. English skills: in this thesis we studied various skills of the graduates, and after applying the 

information gain technique different skills were removed from the candidates’ attributes that will be 

used to construct the classifier. The English language skill is one of the remaining skills which 

achieved a significant effect on the accuracy of the constructed classifier. When adding this attribute 

to the selected attributes list, the accuracy is enhanced from 75% to 84% with an enhanced ratio of 

9%, which indicates a very important influencing factor.

4. Programming skills: one of the attributes that achieved the best accuracy was the “programming 

skills” attribute. This attribute has proved its superiority over the other attributes in terms of 

accuracy. When using this attribute to build the classifier, significant enhancement has occurred. The 

accuracy has enhanced from 84% to 94% with achieving the highest enhanced ratio of 10%, 

therefore, the programming skills must be taken into consideration by the students and universities 

as well. The graduate must have a high level of programming skills to get a job.   

6.3 Comparing our classifier with other opinions:

In Chapter five we handled 22 attributes that were selected to build the dataset. The processing on the 

attributes was performed by three steps: 1- applying the information gain technique to select the most 

important attributes from 22 attributes; this step was performed to minimize the number of attributes to be 

suitable as input data to ANFIS algorithm, where if we use the 22 attributes as input data, the system will 

hang. 2- using the most 7 ranked attributes to build the classifier, and studying the effect of the attributes. 

3- Applying incremental approach to implement all 22 attributes and determining the high weight attributes.
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In section 6.2 we demonstrated the most influential attributes on the accuracy of the classifier.  These results 

were compared with the experts’ opinions to estimate our classifier in terms of the most affecting attributes 

in building classifiers. 

We have interviewed the most important Jordanian employers in the IT field to find out their opinions about 

the employment factors. The group of experts consisted of recruitment manager, talent hunt recruitment 

consultants, IT managers, team leaders and senior software engineers. In order to achieve the interviewing 

task, we firstly looked for well-known and stable Jordanian companies specialized in software development 

and IT fields such as Amazon (was known previously as Souq), mawdoo3.com, opensooq and dot.jo.  the 

main question was addressed to all of the experts was about which factors affect their choice for hiring a 

person in CS and IT domains. This main question is divided into some sub-questions about each attribute 

separately. In this case, it became easier to compare the predictive model outcomes with the experts’ 

opinions. Moreover, giving them the chance to share their experience of hiring fresh graduates from the 

same domains. The experts pointed out that the most important factors that enhance the chances of 

employment are:

1- Gender: The experts take the gender attribute into consideration as an employment factor due to these 

reasons; the CS and IT fields, in general, requires long working hours and sometimes working at night. 

Due to some cultural restrictions in Jordan, female employees prefer working for short hours and during 

the day. However, we noticed that this perception is not based on scientific studies. Furthermore, the 

essential factor restricting employment opportunities for the female is the employer's perception that 

women are costlier and less productive than male employees. This perception is directly related to 

women's role in childbearing and baby rising and is emphasized by regulation that places the costs of 

maternity leave, nursing breaks, and child care directly on the employer. Therefore, female's childbearing 

and family duties not only limit their availability for work but also discourage employers from hiring 

them. For these reasons, Jordanian employers prefer to choose male candidates rather than females. This 

extracted attribute (gender) has met our information-gaining technique in selecting the gender attribute.

2- Communication skills: human experts consider communication skills in order to determine the 

preferred candidates. Most of the experts confirm that the communication skills factor affects their 

decision in picking employees. According to the experts, the systems and programs that IT companies 

develop depend on specific requirements. Understanding the requirements is more important than the 
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coding because otherwise you are coding for nothing. So, experts focus on listening and open-

mindedness skills as part of communication skills to understand the requirements. Anyway, in our 

experiments and based on information-gaining techniques that we have used, the communication skills 

attribute has been excluded. On the other hand, the majority of employers want a candidate with strong 

written communication skills. Written communication came in second place of the experts’ opinions. 

That's because being a good writer is about more than writing clear writing. According to the experts’ 

opinions; Clear writing is a sign of having a clear thinking, Good writers know how to interact with 

teams, they make things easy to be recognized, and they know what to skip. Teamwork and collaboration 

skills come in third place. According to the experts, by collaborating with team members, the institution 

or company will have developed and success. By the employee interaction with his colleagues, he/she

may reach a better conclusion or idea than he would has on his own. Leadership Skills come in fourth 

place. The expert considered leadership skills are critical for any executive, management, or supervisory 

position, and they’re the skills needed to generate a vision, inspire people to believe in that vision, and 

see-through its execution. Figure 6.1 shows the percentage of importance ratio of the communication 

skills according to the experts' opinions.

Figure 6. 3 percentage of importance ratios of the communication skills according to the experts' opinions

3- Programming skills: the experts emphasized the importance of this factor and considered it the basis 

for recruiting candidates. Also, the experts confirm that specific programming skills give a high chance 

of employment rather than other programming skills. According to the experts, mastering one or more 

of these skills: IOS, android, java, PHP, Python, JavaScript, Angular, and ReactJS, significantly affects 
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the decision to accept the candidate or not. As mentioned in the previous section, the best accuracy of 

applying the ANFIS classifier in implementing the highest seven ranked attributes occurred when using 

the “Programming Skills” attribute. This indicates that our results are consistent with expert opinion.

According to the collected data from the experts, JavaScript programing language comes in first place, 

JavaScript is a well-known language between developers who dream to work on server-side and client-

side programming. It is compatible with several other programming languages. JavaScript is an ultimate 

hit in the IT domain and required a lot in IT companies. Python programing language comes in second 

place, it continues to be one of the best programming languages each programmer should learn, this 

language is easy-to-learning and offers a clean and well-structured code, making it influential enough to 

build a decent web application, the experts consider this language is very helpful to achieve data analyst 

tasks which is very required topic recently. Java programming language comes in third place; Java is a 

practical choice for developing Android apps as it can be applied to create highly functional programs 

and platforms. The experts confirmed that Java has a good level of security. Moreover, it is easier to 

learn Java in comparison to languages such as C and C++. Figure 6.2 shows the most required 

programming language in the Jordanian market according to the data collected from the experts.   

Figure 6. 4 The ratio of the most required programming languages in Jordanian market according to the experts' opinions
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As mentioned in the previous section, the best accuracy of applying the ANFIS classifier in our experiments 

occurred when using the “Programming Skills” attribute. This indicates that our results are consistent with 

expert opinion.

6.4 Chapter Summary

In this chapter we discuss the best classifier of the overall classifiers that were extracted in Chapter five. In 

this thesis we take more into consideration the accuracy of the classifier, thus the best classifier from our 

point of view is the classifier that contains the highest seven ranked attributes according to the attributes 

selection method. The computational time to extract the best classifier was very long when the number of 

attributes is seven; also the computational time is extremely long when the dataset is very big. In section two 

of this chapter, we discussed the best attribute that affects the accuracy of the classifier. We found Gender, 

GPA, Programming skills and English skills to be the most important attributes that the universities should 

be interested in to make their students more likely to get a job. In section three we compared the results that 

we found in section two with the experts’ opinions and we noted compatibility between the experts’ opinions 

and our results. 
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7 Chapter 7. CONCLUSION

This chapter provides the answers of the research questions depending on the proposed framework of the 

research problem, discusses the conclusion from the experiments, and goes on to note the study limitations, 

contributions, and recommendations for further studies in the future.

This research study provides a multi-faceted domain for statistical analysis and data analytics in order to 

consider different attributes affecting CS and IT graduates future employability in Jordan. Neuro-fuzzy 

technique is used to classify CS and IT graduates in Jordan according to their employment status. 

Additionally, there is a critical need to find a relation between what is supplied by the ministries of high 

education (graduates) and what is needed by the labour market (employees). In order to answer the research 

questions, this research study tried to figure out the most effective factors affecting the future of 

employability for graduate students from both of Computer Science and Information Technology majors in 

the Middle East by applying the following steps:

- To better understanding the current status of IT employment rates in Jordan, we contacted the 

Ministry of Digital Economy and Entrepreneurship and the Ministry of Labour in Jordan, to collect 

useful data. The collected data indicated that about 40% of total graduates can got job, male 

students have high chance to get job against female. The data indicated that most of CS, IT 

graduates are employed in the private sectors with more than 90%, and less than 10% of total 

graduates are employed in the public sector. The computer science graduates got the highest 

number of jobs, and the lowest number goes to information network systems specialization with 

less than 1% of total graduates. Also, the collected data showed that the demand for male graduates 

in the IT market of Jordan is more than for female graduates. And also, the statistics indicated the 

superiority of some specializations in the IT field, such as computer network security engineering, 

computer engineering, and software engineering.

- After that, the testing process included comparing the results of building an employability 

prediction model of ANFIS with the results of several classifiers, such as decision tree, SVM, 

Naïve Bayes, and MLP. In the testing phase, we adopted an incremental approach based on 

increasing the number of applied attributes gradually. We started by applying the classifiers with 

only three attributes, and increased the number of attributes by one in each testing phase. In the last 
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testing phase, we applied seven attributes. The experimental studies showed that the ANFIS 

algorithm as a classification technique achieved the best prediction for unseen instance based on 

several evaluation measure such as Kappa, RMSE and accuracy measures, but unfortunately, the 

computational time for implemented ANFIS to build the classifier become very high when the 

number of attributes is greater than five. This indicates that ANFIS has a complexity problem when 

applying a large number of attributes.

- After applying the ANFIS algorithm to extract the classifier from the dataset by using an 

incremental approach, we found that certain attributes significantly affect the accuracy of the 

classifier during the testing phase. In this thesis, we found the most important attributes that effect 

the accuracy of the classifier; these factor most affect the IT student’s employability future. These 

attributes are:

1- Gender: during the experimental studies that were performed using ANFIS algorithm on our 

dataset, we found “gender” attribute to be very important for enhancing the accuracy of the 

classifier. The gender of the graduate in Jordan play important role in employability issue. 

2- GPA: this attribute is very important affecting the graduate’s employment. The “GPA” attribute 

came out in the third place of the most affecting attributes on accuracy of the classifier during 

experiments. Student that achieved high GPA has good chance to get job. 

3- English skills: our experiments indicated that the English language skills is a significant factor 

that helps the CS and IT graduates to get job in their fields. The English skills attribute achieved 

a significant effect on the accuracy of the constructed classifier. When adding this attribute to 

the selected attributes list, the accuracy is enhanced with a ratio of 9%, which indicates a very 

important influencing factor.  

4- Programming skills: this attribute is considered as the most important factor that affect CS, IT 

student’s employability future. In this thesis this attribute has proved its superiority over the other 

attributes in terms of accuracy of the classifier when it takes in consideration to build the 

classifier. The accuracy achieving the highest enhanced ratio of 10%, therefore, the programming 

skills must be taken into consideration by the students and universities as well. The graduate must 

have a high level of programming skills to get a job.   

- All in all, in this thesis the ANFIS algorithm is implemented on the training dataset that was collected 

from the tracer studies conducted in three Jordanian universities. The training dataset is used for training 
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and testing purposes. The testing process carried out based on 10-fold cross validation, where the dataset 

divided into 10 portions, one of them used for testing and the rest are used for training. This process is

performed ten times with different portion each time. The final classifier that is built from ANFIS consist 

of 7 attributes as antecedents and one as consequent which is the employability status. the results 

indicated Gender, GPA, Programming skills and English skills are the most important factors affecting 

the CS and IT student’s employability future, thus the universities should be interested in providing their 

students with the required skills to get a job. When we compared our results with the experts’ opinions 

about the most important factors that affect the CS and IT student’s employability we noted compatibility 

between the experts’ opinions and our results. According to the results, a list of recommendations is 

provided to the ministry of high education as followed:

- The admission process should follow a certain standard in accepting allocated percentage from both 

males and females in the majors of CS and IT.

- English language skills should be taken into considerations in accepting newly registered students in 

both of CS and IT majors.

- Decision makers and curriculum developers should enhance the courses given to CS and IT students 

with more programming and soft skills.

7.1 Contributions:

In this thesis the employability issue has been studied, which represents a very important problem for Middle 

East countries, where the number of graduates from higher institutions is very large, but in contrast the job 

opportunities are too low. Actually, the higher educational institutions realize the importance of using data

mining to improve their curriculums, teaching strategies and employability issues. In this thesis we use a 

modern data mining technique called neuro-fuzzy inference system algorithm (ANFIS) to study the real 

problem facing the Middle East countries, which is the employability problem. This problem was studied 

using various classification algorithms such as SVM, K-nearest, Naïve based and Neural Networks. 

In this thesis the problem was studied using the ANFIS which is an algorithm that combines fuzzy inference 

system and neural networks, which to the best of our knowledge has never been implemented on the 

employability problem. The experimental study was performed using the dataset collected through tracer 
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studies carried out by three public and private universities in Jordan. This provided a major foundation for

the current research study which is combining statistical methods that have not been combined before with 

analytics methods. This combination will ease the understanding of the statistical relationships between data 

sets.

The experimental study was implemented on the dataset containing 22 attributes, which is a huge number of 

attributes when you apply ANFIS, thus the experiments were incrementally carried out with different 

numbers of attributes, as we started with three attributes and gradually increased attributes (i.e. 4, 5, … 22). 

The experiments showed that the accuracy increased with increasing the number of elements, but the 

computational time increased significantly. The ANFIS was compared with various datamining classification 

techniques, which are SVM, Decision Tree, Naïve based and Multilayer Perceptron in order to classify 

unseen instances. The experimental results showed the ANFIS achieved high accuracy against four 

classification algorithms (SVM, Naïve based, Decision Tree and Multilayer Perceptron). ANFIS achieved

94% accuracy on the graduates’ dataset but the complexity of ANFIS was very high when a large number of 

attributes was used.

7.2 Limitations:

1. Complexity:  ANFIS uses a neural networks structure, where there are fixed and adapted nodes. The 

adapted nodes modify after each iteration of ANFIS. The membership functions are modified using 

gradient descent classifier and the computed consequent is modified using the least square error

(LSE). The modifications of the nodes increase the complexity of the implementation, that makes the 

computational time when we input a high number of attributes and rules very high. In this thesis we 

carried out the experiments using various numbers of input attributes to reach the tradeoff between 

the accuracy and computational time.

2. Number of parameters: in this thesis an incremental strategy was used on the dataset during 

experiments. The incremental strategy was used because when we used the whole attributes of the 

dataset as input for ANFIS, we faced problems in implementation (i.e. space out of memory, the 

computer ran a long time to create the model). Thus a number of attributes were selected each running 

time then the created model was tested. The number of attributes was increased each time. 
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3. Dataset size:  the dataset size and the number of rules is the most important factor that affects the 

computation time for creating the model from ANFIS. The number of rules that extract from the huge 

dataset is very big, thus the computation time to create the model expands dramatically; also, the 

interoperability problem emerges, for the end user to be able to understand the classifier. 

4. Collecting data: in this thesis the dataset was collected from the tracer study conducted by three 

universities in Jordan. The tracer study was performed in different ways and the components of them 

differ, hence the processing of them in order to build a unified dataset takes a lot of time and effort. 

Some of the tracer studies performed well while others were weaker, therefore in this thesis we relied 

on only three tracer studies in order to build our dataset.  

5. Accuracy:  in this thesis we implement ANFIS with grid partitioning using MATLAB. We use this 

technique because we want to achieve high accuracy during the testing phase, and unfortunately this 

method produces a large number of rules which make it hardly understood by the end user. Hence, if 

we need to increase the accuracy we will lose the interoperability. During our experimental results 

we try to make tradeoff between the accuracy and interoperability.

6. Membership function:  there is a distribution of various membership functions (e.g. Triangular, 

Trapezoidal and Gaussian). In this thesis Gaussian membership function has been used in order 

achieve better accuracy; unfortunately, the accuracy is achieved at the expense of computation 

time. Other membership function distributions such as triangular are simple but the accuracy is 

low in comparison with Gaussian.

7. Other important limitations that we encountered are interpretability and explainability. The main 

idea of interpretability is to make the internals of a system able to be understood by humans, and 

it can ensure confidence in our proposed model. Explanations help us to determine whether the 

predictions are unbiased. Unfortunately, ANFIS is considered a black-box model and we can’t 

determine how and where the decision comes from in order to judge the prediction. 

Interpretability and explainability play important roles to ensure effective interactions between 

humans and classification systems but this is not the case in our proposed system. ANFIS and 

NN systems generally just output the decision itself without explaining, and it is more convenient 

for humans to trust a system that interprets its decision.



179

7.3 Implications for Future Work:

1. Determine the best attributes: the number of attributes greatly affect the performance of ANFIS. 

Many research studies have touched on this issue; some of them aggregate the attributes into a small 

number of attributes, which reduces the computational time but reduces the accuracy of prediction 

dramatically as well. Another group of research studies determined the best attribute heuristically. 

The information gain and Gini index can be used to select the best attributes to build the model using 

a small number of attributes, also the human expert can help to select the suitable attributes. A lot of 

techniques can be studied in the future to reduce the number of inputs by selecting the best attributes.

2. Sampling: sampling is a statistical process in which a number of instances are taken from large 

population. The sampling might be random sampling or systematic sampling. As the size of the 

dataset and the number of rules has an effect on the efficiency of the ANFIS algorithm, the sampling 

can be used to reduce the size of the rule by taking a stratified random set which may give good 

accuracy and reduce the computational time. 

3. Reduce the computational time: time is required to build the model using ANFIS, especially when 

the number of attributes is large, or is long. A lot of research studies are performed to reduce the 

running time to produce the model, some of which focus on the membership distribution function by 

selecting the simple function or by reducing the modification process, and other research studies 

focus on pruning the insignificant rules to reduce the number of rules that will be processed, then 

reducing the time. Time reduction is a very important topic that needs a lot of research studies to 

solve it. 

4. Study different features: modification of the computed consequent and the membership distribution 

function, carried out by LSE and gradient descent, respectively. A lot of research studies are

performed to modify the adaptable node in ANFIS, such as using Genetic algorithm and Bee Colony, 

but this topic needs further research to enhance the modification process of the adaptable node in 

ANFIS.
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