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ABSTRACT 

 

 

The coronavirus or COVID-19 is an ongoing global problem where a pandemic was 

implemented early in 2020 during the outbreak. Social media platforms were used during the 

pandemic to share views and exchange information. This study aims to provide a framework for 

sentiment analysis of opinion leaders on Twitter. The experiments were conducted by aiming 

COVID-19 specific tweets from four opinion leaders by applying machine learning models. The 

dataset collected uses covid hashtags and tweets posted in English. Sentiment analysis are then 

performed on these tweets for analysis. The tweets are then preprocessed to prepare it for 

evaluation. This research provides findings from these tweets using sentiment analysis on 

machine learning models where the logistic regression model provided the best accuracy results 

followed by the Multi-layer perceptron model, Support vector machine, Convolutional neural 

network, and Decision tree. As the tweets directly affect people’s thoughts, the purpose of these 

results was to know about the tweet’s sentiments from diverse public opinion leaders around the 

world during COVID-19. 

 

 

 

 

 

 

 

 

 



 

 نبذة مختصرة

 

 

أثناء تفشي  2020مشكلة عالمية مستمرة حيث تم تنفيذ جائحة في وقت مبكر من عام  COVID-19يعد فيروس كورونا أو 

المرض. تم استخدام منصات التواصل الاجتماعي أثناء الوباء لتبادل الآراء والمعلومات. تهدف هذه الدراسة إلى توفير إطار 

من أربعة قادة رأي  COVID-19ريدات محددة لـ عمل لتحليل آراء قادة الرأي على تويتر. أجريت التجارب من خلال توجيه تغ

من خلال تطبيق نماذج التعلم الآلي. تستخدم مجموعة البيانات التي تم جمعها علامات التجزئة والتغريدات المنشورة باللغة 

دادها للتقييم. يقدم الإنجليزية. ثم يتم إجراء تحليل المشاعر على هذه التغريدات لتحليلها. ثم تتم معالجة التغريدات مسبقاً لإع

هذا البحث نتائج هذه التغريدات باستخدام تحليل المشاعر على نماذج التعلم الآلي حيث قدم نموذج الانحدار اللوجستي أفضل 

نتائج الدقة متبوعًا بنموذج الإدراك متعدد الطبقات وآلة ناقلات الدعم والشبكة العصبية التلافيفية وشجرة القرار. نظرًا لأن 

-COVID.يدات تؤثر بشكل مباشر على أفكار الناس ، كان الغرض من هذه النتائج هو معرفة مشاعر التغريدات من قادة التغر

 الرأي العام المتنوعين حول العالم خلال 19
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1. CHAPTER ONE: INTRODUCTION 

 

The first case of the virus was detected in 2019 in China, Wuhan (WHO, 2020) where later it 

was name as coronavirus or COVID-19. Coronavirus was declared as a global emergency in 

2020. During the global emergency, millions of people went to social media platform to share 

their thoughts. (H. Manguri et al., 2020)Various social media platforms were used to give 

reviews on covid global emergency by public opinion leaders.  

Opinion leaders are individuals that have a lot of authority within the community while 

possessing the strength to shape the views of others they are linked to. Among the two-way 

mode of understanding, content is sent from a single opinion leader to a broader public and so 

on. During COVID-19, opinion leaders are addressed more widely for the broadcasting of info. 

An opinion leader identified in one social network may have accounts in another social 

platforms. (Parau, 2017) 

We are specifically targeting the twitter social media to evaluate the sentiment analysis of public 

from renowned public leader’s posts. In our research, we selected four famous public opinion 

leaders that are Donald trump, Emmanuel macron, Justin Trudeau, and Boris Johnson. 

According to WHO (World health organization), till we are drafting this study, 634,522,052 

confirmed cases have contacted COVID worldwide and 6,599,100 deaths were recorded. (WHO, 

2022)From this data, various professionals and researchers are finding ways to evaluate people 

emotions and the environmental impact on people. As social media platform twitter played an 

important role of communication during the virus outbreak,(Zhu et al., 2016) tweets from public 

opinion leaders are used to identify the sentiments.(el Barachi et al., 2021) researched that 

positive words have a powerful impact on people with hope and willingness to survive during the 

global outbreak whereas negative words cause depression and lack of hope with attempt to 

suicidal emotions and bad mental health. Keeping this in mind, we are conducting sentiment 

analysis on these tweets to categorize the tweets and further investigate finding of the output 

using machine learning models. 
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1.1 Problem Statement  

Covid was declared as a global pandemic in 2020 as the number of cases increased. These public 

opinion leaders gave comments and reviews on diverse covid restrictions and situations. The 

public opinion leaders have a huge number of followers where some of the followers agree to the 

posts, and some disagree. The people sentiments are affected (Kausar et al., 2021)and will be 

discussed in this research based on the posts by public opinion leaders. We have used machine 

learning algorithms to analyze and evaluated the sentiments. 

 

1.2 Related work 

There are numerous researchers on sentiment analysis with diverse social media platforms. This 

part includes few pieces of research that is utilized as reference to learn on sentiments analysis 

during covid using machine learning models. (Hatami et al., 2021)  investigated by applying 

network analysis to find evidence for opinion leaders in covid tweets by categorizing them as 

tweets for diverse purposes.(Wang et al., 2021) studied national leaders and their dialogue with 

the world though tweets. (Wang et al., 2021) compares national leaders with different Natural 

language processing models to study the behavior. (Kausar et al., 2021) studied public 

sentiments from eleven affected counties in Twitter during global pandemic using sentiment 

analysis algorithms. Researchers examine the feelings and categorize them. For this purpose, 

Twitter API was used in our research to obtain COVID tweets and use sentiment analysis to 

specify as positive, negative, and neutral to be used in our different machine learning models by 

various visualizations. 

 

1.3 Research Questions 

In our research, we mainly address the following questions and discussed them below. 

 Does opinion leader’s tweet on COVID-19 affected the public sentiments?  

 How are the machine learning models used to conduct sentiment analysis of public 

opinion leader’s tweet? 
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 What are the results of the public leader’s tweets on COVID-19 based on sentiment 

analysis? 

 

1.4 Contribution 

 

In this research, various machine learning models are applied using python programming 

language to study about the sentimental analysis of COVID-19 tweets by different public leaders. 

The brief contribution on this dissertation is 

 

o Using Twitter API to extract the tweets of public opinion leaders on COVID-19 

o Using Machine learning models to find sentiment of the tweets. 

o Applying selected machine learning g models as decision tree, logistic regression, 

convolution neural network, multi-layer perceptron and support vector machine to 

conduct sentiment analysis. 

o Evaluate the performance of the models with respect to the outcomes to identify the 

accuracy of the sentiment from the models with the actual outcomes.  

o The results are used to study about the tweet’s sentiment affecting the public on 

COVID-19. 

 

1.5 Tools 

 

This research has been done using software and programming languages. We have mainly 

used python programming language and Anaconda software with Jupyter environment. The 

data has been collected from Twitter API using Twitter elevated developer account. 

 

1.6 Scope 

 

There are various public opinion leaders that have diverse reviews on COVID-19. Some 

researchers used national leaders to evaluate the responses on Twitter during covid.(Wang et 

al., 2021) .We are specifically targeting renowned leaders and the tweets to focus on the 
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sentiments and analyze the effect on their followers and the public. We will use popular 

machine learning models to deliver research results. 

 

1.7 Organization of Thesis 

 

The remaining section of this research is organized using the other chapters. Chapter 2 gives 

an overview of the literature review on Twitter sentiment analysis and a detailed description 

on the machine learning models used. Chapter 3 demonstrates the methodology of sentiment 

analysis framework on data collection and cleaning, preprocessing, feature extraction and 

applying machine learning models. Chapter 4 provides a detailed results and discussion after 

implementing machine learning models followed by chapter 5 of conclusion and future work 

required for this research. Chapter 6 shows references used in this research. 
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2. CHAPTER TWO: LITERATURE REVIEW 

 

2.1 Outline 

This research provides an understanding of the tweets from public opinion leaders during 

covid. It uses various machine learning algorithms using sentiment analysis to determine 

if the tweets are positive or negative. During the global pandemic, the tweets from public 

leaders played an important role in impacting people.(Hatami et al., 2021) Tweets spread 

positivity or negativity among people and their reactions from the tweets affected overall 

situation. 

 

 

2.2 Twitter API  

 

To use the dataset from Twitter API, initially twitter sign up was used to create an 

account. This account is then used to apply for a twitter developer account. (Twitter, 

2022)  There are several questions to be responded from Twitter in order to approve the 

access. After numerous questions, queries, and emails, Twitter developer account access 

was given with Twitter API v2 elevated account. API v2 has a high level of access to 

tweets and features. 

 

2.3 Twitter Sentiment analysis  

Sentiment analysis is a method of natural language processing to evaluate the textual data 

based on sentiments. (H. Manguri et al., 2020)The data is first collected through Twitter 

API to identify and calculate sentiments in the dataset. Sentiment analysis follows a 

certain process through polarity and subjectivity to analyze the tweet. (Yue et al., 2019) 

The tweets are then categorized as positive, negative, or neutral.(Samuel et al., 2020) The 

positive tweets have an overall positive impact on the public, giving confidence to people 

while negative tweets have an adverse influence on the people leading them to depression 

and harm mental health. 
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2.4 Machine Learning Models 

 

Machine learning is a branch of computer science that used various algorithms to build 

machine learning models. The models of machine learning are trained to different 

patterns to develop machine learning models (Bi et al., 2019). Machine Learning models 

are usually categorized as supervised or unsupervised. In our research, we will be using 

five machine learning models, where details are discussed below. 

 

2.4.1 Logistic Regression (LR) 

Logistic regression is a linear classifier using function. We have used logistic 

regression in our text classification of tweets to calculate the observations. We have 

used binominal classification which is categorized as negative and positive or 0’s 

and 1’s. It uses the following function to calculate probability close to 0’s or 1’s 

(Mirko Stojiljković, 2022) 

𝑓(𝐱): 𝑝(𝐱) = 1 / (1 + exp(−𝑓(𝐱))  

Where p(x) is the probability predicted for given x as 1, whereas 1 – p (x) is the 

probability predicted as 0. Logistic regression has built in packages for ease of use 

(Ansari et al., 2017) .In our research, we have used python libraries to extract 

libraries and packages of logistic regression. We have train and test the model to 

evaluate results. 

 

2.4.2 Decision Tree (DT) 

 

We have used decision tree model as it is one of the well-known supervised 

classifiers. It has an assemble that also supports in decision making with conception 

as flowchart. It can effectively handle dimensional data. Decision tree have GINI 

index to generate split points using the formula (DataCamp, 2018) 
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From the above formula, J represented the class, P represented the ratio of class. We 

have used several libraries in python to import decision tree methods. The amount of 

records and number of attributes in the given data determine the time complexity of 

trees. We have used 80 percent of the data for the training decision tree model and 

20 percent of the data for testing. The training period of decision tree is slightly 

faster than the neural network model. 

 

 

2.4.3 Support Vector Machine (SVM) 

 

Support vector machines (SVM) are a collection of supervised learning techniques 

which work well at large-scale environments. It’s likewise is memory effective as 

SVM only uses an insignificant segment of training points for the function of 

decision identified as support vectors. SVM uses a variety of mathematical formulas 

and parameter sets.(scikit-learn developers, 2022c)  

 

In our research, we have used SVM.SVC classifier with probability as true for arrays 

and labels where SVC is defined as support vector classification. This was 

implemented using various libraries and functions. Accuracy, precision and recall 

were calculated using datasets divided between testing and training. The output were 

created using a prediction of digits up to three decimals. The outputs were shown 

and discussed in the results section below. 
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2.4.4 Multi-Layer Perceptron (MLP) 

 

Multi-Layer Perceptron (MLP) is a type of neural network with supervised learning 

algorithm. MLP uses various parameters to return the values. MLP can use various 

hidden layers among input and output layers. In our research we have used one 

hidden layer of MLP shown in Figure 1 below. Since the estimated values of 

the function in relation to model parameters were also calculated on every stage i.e., 

to upgrade the variables, MLP Classifier is trained repeatedly. (scikit-learn 

developers, 2022b)Data supplied as numpy arrays of floating variable values are 

compatible with this approach. 

 

 

 

                           Figure 1 One-layer MLP (scikit-learn developers, 2022b) 

 

The input layers include neurons whereas the final output receives the input from the 

last layers. We have used MLP Classifier for our sentiment analysis using 

parameters as, random_state=1, alpha=1e-5, solver='lbfgs'. 

 

2.4.5 Convolutional Neural Network (CNN) 

 

https://scikit-learn.org/stable/_images/multilayerperceptron_network.png
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CNN is a type of neural network consisting of layers named as convolutional layers. 

(Vijay Choubey, 2018). We have utilized a pre-made embedded library. For 

instance, available are diverse embedded libraries that are accessible such as Glove 

and Word2Vec. (Amin & Nadeem, 2018). As we use text vectors, relationships among 

words for a given class can be found easily.  

 

 

 

 

 

Figure 2 shows the summary of our model. We have used sequential model with one 

Dimensional (1D) convolutional layer and 1Max Pooling layer using sequential 

method. We have used glove embedded library and get words using embedded 

dictionary. The outputs are shown and discussed in the section below. 

 

 

 

Figure 3 shows the epoch history of the parameters used with calculates loss and 

accuracy with every epoch. An overall of 6 epochs was used with a                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                               

validation split of 20% as testing and 80% as training data. 

 

 

Figure 3 CNN model Epoch history 

 

Figure 2 CNN model layers 
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3. CHAPTER THREE: METHODOLOGY 

 

In our research, we have used various methods and models to find the results of our dataset. 

Below is the explained analysis of our sentiment analysis approach.  

3.1 Sentiment Analysis Framework 

 

The framework used in this research is shown in figure 4. The framework has focused on 

using the best process to collect findings on the sentiment analysis of selected public 

opinion leader’s tweets during COVID. This framework uses chosen models to classify 

the tweets and sentiments. In the section below, we have discussed each process in detail. 

 

 

 

3.2 Data Collection 

 

In this research, Twitter API was used to collect 22,000 tweets from four renowned world 

leaders. Twitter API is used by researchers to collect the data using keywords and 

hashtags. We have used tweepy, Twitter API to connect with data streams. All of the data 

was collected using a recent timeframe. Hashtags were used to collect the data as  

#COVID-19 , #covid, #coronavirus, #covid19. The data was collected using the public 

leader’s personal account. On 8 January, 2021 Twitter announced that former president 

Donald trump account is permanently suspended. Due to the suspended account all the 

available public tweets disappeared. Hence, Donald trump data was collected using an 

Figure 4 Twitter Sentiment Analysis Framework 
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archived tweets dataset(The Trump Archive, 2020). This archive has thousands of tweets 

available from trump’s account. The tweets collected were 13,000. Whereas 9000 tweets 

were collected using twitter API from President Emmanuel macron, Justin Trudeau and 

Boris Johnson accounts. Some of the irrelevant or languages other than English tweets 

were eliminated from the dataset.Some of the tweets contain data other than the selected 

topic i.e. covid. These tweets are then cleaned and removed from the dataset. 

 

Based on the best practices, 80 percent is utilized for training data and 20 percent of the 

data for testing. Where 1 is represented as positive and 0 as negative. Table 1 below 

refers to the data extraction strategies used in this research. 

 

Search Keywords “COVID-19”, “Coronavirus”, “Pandemic” 

Number of tweets 22,000 

Year of tweets 2019 & 2020 

Topic area Covid Sentiment Analysis 

Language English 

Query string platform Twitter API- tweepy 

Programming Language Python 

Search date           October 2022 

Table 1 Data Extraction approach 

The Table figure below shows the list of records from dataset used in our research of four 

public opinion leaders on covid tweets. 

 

 

  Table 2 Dataset Collected tweets 
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3.3 Data Cleaning 

 

Data collected in the previous step was then cleaned using the python libraries. Initially, 

the dataset includes several punctuations, hashtags, emojis and hyperlinks which was 

eliminated. The output of this dataset is then used to get the polarity and subjectivity of 

every tweet using python textblob library. This library is used to process textual data for 

various tasks. We have used textblob library for sentiment analysis to define the score of 

the tweet as positive, negative, or neutral. It does sentiment analysis, as well as 

visualization on output, to aid us in better comprehending the information we were 

dealing. Because textblob library exclusively understands English language, if tweets 

were with terms from other languages, it will provide erroneous results. The output of 

this library is saved to analyze data for preprocessing. In our research, we are only aiming 

on positive or negative tweets, hence the neutral tweets are then eliminated from the 

dataset. The neutral tweets are not clear to identify as people satisfy or dissatisfy with the 

public opinion leader’s tweets. 

 

 

3.4 Data Preprocessing 

 

In order to prepare the data for analysis, data preprocessing is performed on dataset to 

eliminate irrelevant information and preprocess the data. Several libraries are installed 

inside the python for our dataset requirement. Initially, the panda library is used to read 

the file. Only three columns are extracted 1.e. tweet id, label (as 0 or 1), and tweet. 

Tweets are taken as an object datatype while tweet id and label columns are taken as 

integer.  

 

Then, removing the pattern method is used in the input text of dataset. All non-

overlapping matches of the patterns would be returned in a single component by the 

function after iterating over every row inside the dataset. 
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Vectorize function is used to eliminate the twitter handles refereeing to @xyz @user etc. 

The special characters, punctuations and numbers are then eliminated from the tweets 

text. 

 

Lambda library is used to clean the tweets by removing short words from the text e.g. ‘In, 

I, we’ are removed from the text to target the actual text. Tokenization function is then 

used from ntlk library where a word is taken as a token, and a phrase is taken as a token 

in a sentence or paragraph since a token is a portion of a whole. The technique of 

dividing a word into then a collection of tokens is called as tokenization.  

 

The words are then stemmed using the ntlk libraries. We have used porter stemmer as it 

is one of the common libraries used. This stemmer that is primarily used for feature 

extraction simply involves breaking down word to its base elements. Since it only 

supports the English language in its apps, it is based on the assumption that English 

suffixes were composed of a mixture of smaller and more straightforward adjectives. 

This stemmer has a lower mistake probability than other related stemmers 

while delivering the best results. 

 

The words are then combined in a single sentence to be tokenized again as tweets and 

saved as output using the join function. The frequency distribution function is used in our 

data preprocessing from python library to count the number of probabilities of keywords 

either positive or negative, appear in a text.  

 

 

3.5 Feature Extraction 

This is also known as text vectorization. A significant area of use for ML techniques is 

feature extraction. In this research, word embedding (word2vec) and Bag of words 

technique is used to convert tweets into frequency based count. The magnitude of every 

phrase is represented in a data visualization approach of expressing text information, 

shows their occurrence and relevance. To use a word cloud, relevant text elements may 
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well be emphasized. These were frequently used for network data analysis.(Datacamp 

wordcloud, 2019) 

 

The occurrence or significance of every phrase is represented by a cloud that is frequently 

packed with several phrases of various ranges. Tag clouds and phrase clouds are terms 

for this. It helps us to examine text data and enhance the visual appeal in our research. By 

importing the word cloud from the library, we have used parameters of word cloud with 

width and height as 800 x 500 and random state as 42 with font size as 100 to generate all 

words. 

 

Moreover, because most algorithms require raw textual content of varying length instead 

of numeric vectorization having defined data sizes, it is not possible to feed the original 

data, series of characters, straight towards the algorithms itself. (scikit-learn developers, 

2022a) 

 

Scikit-learn offers tools for most popular methods of extracting numeric characteristics 

from textual data. It includes tokenizing texts and designating a numeric id for each and 

every potential word, for example through utilizing punctuation and blank space for 

credential spacers. determining how many times every text has a certain token. 

Standardizing with a decreasing relevance that are found in a large number of 

texts.(scikit-learn developers, 2022a)  

 

In our research, we refer to the broad method for converting a group of textual 

information to numeric extracted features as "vectorization." The Bag of Words depiction 

is the name given to the particular method of tokenization and normalizing. By fully 

disregarding the comparative data of the words within data file, data file is characterized 

by word frequency. We have used bag of words vector for count vector function with 

parameters. 
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4. CHAPTER FOUR: RESULTS AND DISCUSSION 

 

We will discuss various outcomes and findings of machine learning models implemented in the 

dataset. 

 

4.1 Tweets visualization 

In our research, we have analyzed our dataset through a seaborn library in python. This library 

plot graph as bar chart shown in Figure 5 below. The graph uses two variables of count and label 

for sentiment distribution. The count variable is used for tweets and label variables as 0 and 1 

where 0 is represented as negative tweets and 1 as positive tweet. The count of positive covid 

tweets from opinion leaders are more than negative covid tweets in our dataset. 

 

 

Above barchar displays the review of sentiments on overall data. We have individually analyzed 

every individual opinion leader. The individual bar chart plot results of covid tweets are shown 

below. 

 

Figure 5 Sentiment Distribution of tweets 
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4.2 Word cloud of Tweets 

Before implementing and showing output of the machine learning models, data is first visualized 

using the frequent words in the dataset. (Flores-Ruiz et al., 2021) Figures displayes the words cloud 

from the dataset that includes covid tweets by opinion leaders. 

Figure 5.1  Sentiment Distribution of 

tweets-Boris Johnson 

 

Figure 5.2 Sentiment Distribution of 

tweets-Donald Trumph 

 

Figure 5.3 Sentiment Distribution of 

tweets-Justin Trudeau 

 

Figure 5.4 Sentiment Distribution of 

tweets-Emmanuel Macron 
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In figure 6, it includes a group of words highlighting main words as ‘COVID’ and ‘Coronavirus’. 

It also includes other words as ‘vaccine’, ‘President’, ‘people’, ‘effort’, ‘fight’ etc. It shows a 

group of words mostly appear in the dataset and targeting the main words that is focused by most 

of the public leaders. In figure 7, the word cloud of covid tweets is displayed using stemming. In 

our research, we have used porter stemmer method that is renowned for the efficiency & ease. It 

was frequently helpful in our environment, as data extraction for quick recollection or obtaining 

of targeted keywords were collected. Context texts are typically vectorized comprising words or 

concepts. Phrases with same root was signified as a same thing.  It used suffix to stem the words 

or reduce it to phrases understandable. It has English libraries that is used through a lookup table 

to stem words by also applying various algorithmic guidelines. 

 

Figure 6 Word cloud of preprocessed 

tweets  

 

Figure 7 Word cloud of preprocessed tweets by 

Stemming  
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Figure 8 shows the word cloud of positive words used by public leaders in tweets. The ‘covid’ 

and ‘coronavirus’ stood out the most in positive and negative tweets. In the volume of all 

positive tweets, the most common terms were ‘vaccine’, ‘health’, ‘protect’, ‘will’, ‘together’, 

‘action’, ‘live’ was used to show the stronger attitude of these tweets and spread positivity during 

the hard times of global pandemic. However, in figure 9, tweets words such as ‘spread’, ‘help’, 

‘death’, ‘save’, ‘hard’, ‘fight’, ‘effort’, and ‘need’ shows the weak emotions of people during the 

global pandemic. It shows the sadness and fear in these tweets. 

 

4.3 Tweet Hashtags 

Figure 10 below shows the bar chart of the top six most common hashtags used by the public 

leaders in the tweets. Among these #coronavirus has the highest count of tweets that involved 

this hashtag, followed by #covid, #stayhomes, #franceuni, #stayalert and #getboost. This tweets 

also show the hashtags that were used involving universities to research about covid or various 

students that were affected during the pandemic. Hence the #stayalert tweet was used by opinion 

leaders to keep the public attentive on new updates related to the pandemic and covid. As the 

pandemic arrived, there was no vaccine and only came out by later, thus #getboost hashtag had 

the lowest number of tweets from opinion leaders motivating people to get vaccinated against 

covid to limit the spread of the virus. 

 

Figure 8 Word cloud of frequent 

positive words  

 

Figure 9 Word cloud of frequent 

negative words  
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4.4 Performance Evaluation of Machine learning models 

The most fundamental classifying measure is the confusion matrix. That is a tabular 

representation of the modeling projections and truth figures.  Every row would show all 

occurrences of either an actual class while every row would reflect the occurrence inside a 

predicted category (Aniruddha Bhandari, 2020) Although it isn't mainly a performance 

measure, the confusion matrix would serve as the basis for those other measures that seem to be 

necessary to deliver good outcomes. True positive, true negative, false positive, and false 

negative were the four categories under which the confusion matrix fall. 

 

Table 4 shows the confusion matrix of machine learning models with accuracy displaying the 

highest by the logistic regression model. Closer examination shows that the true predicted value 

i.e., column 1, and true actual value i.e., column 1 are maximum for almost all the models. 

Figure 10 Bar chart of frequent Hashtags  

 



 

20 
 

 

Machine Learning 

Models 

ML models Confusion Matrix Model Overall 

accuracy % 

Decision Tree (DT) 

 

79.3 

Support Vector Machine 

(SVM) 

 

 

81.2 
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Multi-layer Perceptron 

(MLP) 

 

83.1 

Logistic Regression (LR) 

 

84.6 

Convolutional Neural 

Network (CNN) 

 

 

80.2 

 

 

Table 3 Confusion matrix of Machine learning models  
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From the above table of confusion matrix, in the decision tree model, 72.12% of tweets are 

positive for actual and predicted values. Where 20.19% of tweets are predicted as positive, but 

they were classified as negative ones. In the support vector machine model, 16.83% were 

mislabeled as positive while the actual values were negative tweets. In the multi-layer perceptron 

model, 10.58% of tweets were predicted as negative while they were actually negative followed 

by just 1.44% predicted as negative while they were actual positive tweets.  

Only 17.79% of negative values were classified as positive in a logistic regression model with 

71.15% of values were truly predicted as original tweets in the dataset. Similarly, with a 

Convolutional neural network using an embedded library, 70.67% of values were accurately 

predicted from actual values with 10.10% were precisely predicted as negative with real data 

tweets as negative too. 

4.5 Graph Evaluation of Machine learning models 

In our research, we have used ROC known as the Receiver Operating Characteristic graph to 

evaluate classification models at the different thresholds. (developers google, 2022) The graph 

represents a visual display. It demonstrates key relationships among each potential cut-off and 

responsiveness for the test run. The ROC curves could indeed show the results of several 

experiments together. 

 

Machine Learning Models ML models ROC  

Decision Tree (DT) 
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Support Vector Machine (SVM) 

 

 

 

Multi-layer Perceptron (MLP) 

 

Logistic Regression (LR) 
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Convolutional Neural Network 

(CNN) 

 

 

 

 

 

Table 5 shows the ROC curve of ML models where the Support Vector Machine, Logistic 

Regression, Multi-Layer Perceptron, and Convolutional Neural Network have a ROC area of 0.7 

which is defined as a good value among the true positive rate and false positive rate by diverse 

classification thresholds. As Decision Tree displays the ROC area of 0.6 displaying a lower rate 

by the classification model. In CNN, two graphs were displayed, where the second graph named 

as model accuracy demonstrates the accuracy of the epoch utilized in the model history of CNN 

parameters. It shows the train and test models overlapping to show the similarities and 

comparable skills between both, the train and test datasets. 

 

 

Table 4 Graphical plot of Machine learning models  
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4.6 Comparison of Machine Learning models  

 

The metrics of the confusion matrix above are utilized to estimate the accuracy, precision, and 

recall metrics. In our research, we have used scikit-learn library functions to calculate the 

precision, accuracy, and recall. Accuracy is calculated by the model’s precise predictions of the 

data. Precision scores are calculated using the formulas (Jeremy Jordan, 2017) as  

Precision = True Positives / (True Positives + False Positives) 

Where Recall is calculated using the formula (Jeremy Jordan, 2017) in the library as  

Recall = True Positives / (True Positives + False Negatives) 

 

Table 6 below shows the accuracy, precision, and recall of all models. The highest accuracy of 

the logistic regression model as 86.61% followed by MLP at 83.17% proceeded with SVM, 

CNN, and DT models. The highest precision was recorded for the support vector machine and 

multi-layer perceptron model as 80.11% proceeded with LR and CNN model with least 

percentage of decision tree model at 78.12 %. The maximum recall was noted for DT as 99.34% 

with SVM and MLP at 98.68% followed by the least for LR and CNN at 98.01. 

 

 

 

Machine Learning Models Accuracy Precision Recall 

Decision Tree (DT) 79.32% 78.12% 99.34% 

Support Vector Machine (SVM) 81.25% 80.11% 98.68% 

Multi-layer Perceptron (MLP) 83.17% 80.11% 98.68% 

Logistic Regression (LR) 84.61% 80.00%                                 98.01% 

Convolutional Neural Network 

(CNN) 

80.28% 79.57% 98.01% 

Table 5 Accuracy, Precision, and Recall of Machine Learning Models 
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5. CHAPTER FIVE: CONCLUSION AND FUTURE WORK 

 

In conclusion, our research studied sentiment analysis of COVID data on Twitter by means of 

various Machine learning models. We analyzed that the public opinion leaders have a more 

positive manner during the COVID-19 global outbreak on Twitter.  

 A deeper look at the datasets can have potential analytical problems. Despite the outcome, the 

observations demonstrate that all opinion leaders have a fairly positive framework. The 

confusion matrix and model accuracy discussed above indicates a more optimistic context that 

shapes public opinion and behavior. Using Machine learning models, it is observed that the ML 

model’s performed effectively with the dataset by good observations recorded. The sentiment 

analysis on tweets during covid by opinion leaders from different countries shows that they 

promote a more safer environment to protect people and guide them to ‘#getboost’ vaccinated in 

order to decrease the risk of covid. The sentiment analysis case study on covid using machine 

learning models also reveals the negative emotions during the tweets that subject to sadness and 

fear among people. This analysis gives us the opportunity to specify and eliminates the tweets 

while considering the strong negative impact on people causing them or leading to depression 

and other issues. 

 

Due to the lack of time, various parts have been left for the future. it would be useful if future 

research should expand by specifying tweets with related to covid and evaluating people’s 

comments on every tweet in support or opposition of the specific tweet by public leaders. This 

research was only conducted for English tweets and can be extended to include other languages.  

This can also be expanded by implementing other machine learning algorithms and combining 

two machine learning models as one algorithm while testing the dataset. The research is only 

aimed at a single social media environment as twitter, future research can be done using a related 

famous platform like Instagram and Facebook. Moreover, it is crucial to explore further social 

media platform with respect to sentiment analysis using machine learning models. 
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