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Abstract  

 
Itswell known and popular that construction projects are highly complex and vulnerable to risks 

exposure that results in project success objectives variations and overruns if not managed 

effectively.  Thus, project risk management addressed as one of the main components of 

PMBOK and knowledge in project management practices.  The number of researches conducted 

in construction project risk management where focused on the implementation project risk 

management processes, identifying critical success factors of project risk management and 

different enterprise risk management frameworks to minimize the impacts of negative events 

possibility and its consequences of risks encountered in construction projects and enhance 

project success.  

However, a gap between construction project risk management in theory and actual practice of 

risk management identified in UAE construction projects. In addition, the understanding of 

critical success factors of Enterprise risk management ability to be utilized in project risk 

management to ensure success in construction projects.  

This study adopted mixed method, both qualitative and quantitative methods to bridge the gap 

between theory and actual practices of risk management. The study divided into two phases. The 

first part of the study is to rank the importance of Enterprise risk management critical success 

factors for project risk management implementation and the second part is to correlate the project 

risk management implementation to construction project success. The qualitative method 

conducted through reviewing extensively the academic literature reviews as the primary sources 

and conducting surveys and questionnaires as secondary sources. The quantitative method was 

conducting analysis through using SPSS software for the data collected from secondary sources 

to validate research questions and hypothesis.  Furthermore the, results of the study presented the 

vagueness in determining the relationship between most important critical success factors and 

project risk management in addition to determining an exact definition of construction project 

success.  

 

 

 



من المعروف غالبا ان المشاريع الانشائية غالبا ما تكون معقدة و تعقيدها يجعلها ضعيفة امام المخاطر المحدقة بها ومن بيئة 

, قسم ادارة مخاطر واقع الودة لتحقيق نجاح المشروع.  في العمل. هذه المخاطر قد تؤدي الى عدم مطابقة الاهداف المنش

المشاريع تشكل احد عناصر علم ادارة المشاريع و أنشتطها العملية. معظم الابحاث السابقة المختصة في ادارة المشاريع 

مة و تخفيف الاضرار مخاطر المشاريع الانشائية كانت تتمركز حول كيفية تطبيق عملية الادارة , تحديد عوامل النجاح الحاس

 من خلال تطبيق الاطار المتعامل به.

قمنا ببحث متعلق بادارة المخاطر  مشاريع الانشائية في دولة الامارات العربية المتحدة فكان هناك فجوة بين الجانب النظري 

 و بين التطبيق العملي. 

يتعلق في الجانب النظري حول دراسة الاهمية تحديد عوامل النجاح في هذه الدراسة قمنا بقسم البحث الى قسمين, الاول 

الحاسمة و تحديد درجة أهميتها على مراحل المشروع الانشائي. بينما, القسم الاخر يكمن في طرح استبيان حول تطبيق هذه 

وهي علاقة درجة الاهمية  العوامل في المشاريع الانشائية ثم فرز و معالجة البيانات لتحري و التأكيد على صحة النظرية

 عوامل النجاح الحاسمة على مراحل المشلاوع تضمن نجاح المشروع الانشائي. 
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Chapter one: General Introduction  

1.1 Introduction  

This chapter going to represent the dissertation introduction.  A description of research topic 

background will be presented in the first part where the next parts of this chapter going to present 

the aim and objectives along with research questions. Moreover, this significance of the study 

and limitation of the research will be justified in the following. Finally, a description of research 

structure will be presented to clarify the approach followed to conduct this research.   

1.2 Research topic and background 

Several studies revealed that project risk management is a vital contributor to project success in 

construction. Argument in literature revealed that construction projects continue to fail to 

achieve its success criteria due to poor implementation of risk management practices as pointed 

out by Serpella, Ferrada, Howard, and Rubio (2014). Studies by Cendrowski and Mair (2009) 

posit the fail of interactions between risks in silo-based risk management systems causes projects 

to fail to achieve objectives where Hussain et al.,(2015) urged the need to define project 

objectives at the initial stage of the project to achieve project success. The need for consistent 

relationship between critical success factors of project risk management and its implementation 

in construction project lifecycle will be investigated to understand the relationship between 

project risk management and project success.  

 

1.3 Research aim and objectives  

The earlier section, the importance of critical success factors of project risk management 

implementation in enhancing project success in construction projects drawn. In attempting to fill 

the gap between the relationship between project risk management and construction project 

success, the overall aim will be presented below: 

The overall aim of this research will be the following: 

‘To explore and determine the relationship between critical successes factors of project risk 

management implementation and construction project success.’ 
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In order to achieve the aim of the dissertation, a number of objectives established as the 

following: 

i. Exploring the terms of risk, risk management and project risk management critical 

success factors.  

ii. Exploring the terms of project lifecycle and construction projects success criteria. 

iii. Investigate the effects of critical success factors on project risk management processes.  

iv. Investigating the relationship between project risk management implementation and 

construction project success criteria.  

1.4 Research questions  

In the light of research objectives, Creswell (2013) stated that hypothesis emphasize and help in 

finding relationships between variables in which purpose of the study can be achieved. In order 

to clarify the relationships between research objectives the following research questions 

established with their hypothesis:- 

RQ1:- What are the correlation effects of Enterprise risk management critical success factors 

implementation in project risk management processes along project lifecycle? 

H0: There is no positive correlation of Enterprise Risk management critical success factors on establishing of risk identification 

in pre-project phase 

H1: There is no positive correlation of Enterprise Risk management critical success factors on risk planning in pre-project phase 

H2: There is no positive correlation of Enterprise Risk management critical success factors on risk analysis in planning and 

design  phaseand contractor selection and site mobilization phases 

H3: There is no positive correlation of Enterprise Risk management critical success factors on risk classification in planning and 

design  phase and contractor selection and site mobilization phases 

H4: There is no positive correlation of Enterprise Risk management critical success factors on risk monitoring in execution 

phase 

H5: There is no positive correlation of Enterprise Risk management critical success factors on risk controlling in execution 

phase 

H6: There is no positive correlation of Enterprise Risk management critical success factors on risk communication in closing 

phase 
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RQ2: What are the impacts of project risk management processes on construction project 

success? The following hypothesis drawn to find out the relationships between project risk 

management processes and construction project success: 

H0: There is no positive correlation of project risk management processes on construction project success 

The significance of the study  

These objectives established in the research will serve as an intermediate stage to achieve the 

overall aim of this study. The first and second objectives will describe different concepts of the 

terms risk, risk management, critical success factors of risk management, project lifecycle, 

project success in general and specific construction project success criteria.  

The third objective is an attempt to investigate how linkage between critical success factors of 

project risk management and construction project success criteria from several points of view of 

academic and surveys conducted in UAE construction projects. The contribution of this research 

will fill the gap between theory in academic field and actual field of project risk management 

implementation in UAE construction industry. 

1.5 Study Scope and limitations  

The scope of this dissertation is to justify the effects of Enterprise Risk Management (ERM) 

critical success factors derived from literature on project risk management implementations and 

to find out the relationship of project risk management and construction project success. This 

dissertation is not focused on certain type of construction projects in UAE. Also, the perceived 

project risks and construction project success evaluation may differ between project stakeholders 

and types of construction projects in UAE. Since constraints in time, budget and data collection 

encountered, the amount of research information collected from many secondary sources are 

limited.  Its noteworthy for readers to bear in mind that surveys are conducted only in UAE 

construction projects that results obtained from this research maybe unable to generalize on other 

types of project industries and in other countries.   
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Chapter two: Project risk management in Construction  

2.1 Introduction 

This chapter explore the literature of project risk management implementation and its 

relationship to project success. A brief description of risks encountered by construction firms in 

UAE will be addressed. This literature will extend to describe the project risk management 

process, critical success factors that going to influence the process and then the project risk 

management and its relationship to project success.  A summary of the relationship between 

project risk management and project success will be presented to close this chapter from 

academic point of view.  

2.2 Construction project risks in UAE 

Generally construction industry and construction projects in particular have the nature of 

constituting risky activities where this notion pointed out by Zavadskas et al.(2010a). This notion 

supported by Iqbal et al., (2015) that construction project risks may affect project objectives such 

as time, cost and quality; they had posit that construction project risks top ranked are payment 

delays, funding problems, accident/safety, defective design, improper schedule, weak 

performance of subcontractors, exchange rate fluctuation, improper scope definitions and 

shortage of delays and material.  Al Sayegh (2008), had pointed out that construction risks in 

UAE are mainly inflation prices sudden change, shortage of material and labor supply, 

unrealistic construction schedules, design changes and bad intervention of clients. Since risks 

may affect project objectives positively or negatively, it may affect the project success. Silva et 

al.,(2016) had argued that construction project success criteria are only time, cost and quality 

where it  went beyond the Iron triangle (Cost, time and quality) in which it brings the notion that 

constructions risks may affect other success criteria of construction projects. 

2.3 Literature review  

2.3.1 Understanding the risk, uncertainty and project risk definitions  

 

Several studies and researchers attempted to define the terms of risk and uncertainty and 

distinguish them from each other where, literature revealed still there is no agreement on 

definition as pointed out by Aven and Renn(2009). They posit the notion of risk to be 
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described in terms of probability distribution, expected value, uncertainty and events.The 

Oxford English Dictionary had defined risk as the chance of danger, loss, injury or adverse 

consequences and the definition of at risk refers to expose to danger.  

Some researchers such as Hopkin (2008, p.11) had pointed out that this context refers to 

negative consequence. Moreover, Hopkin (2008, p.11) stressed the notion of risk can be a 

positive consequence or risk being related to uncertainty of an outcome. Furthermore, other 

definitions of risks pointed by several bodies such as Institute of Risk management (IRM) 

had defined risk as the combination of event probability and consequences where 

consequences could be negative or positive. ISO 31000 Guide 73 defined risk as the effect of 

uncertainty on objective since uncertainty refers to positive, negative or deviation from 

expected. ISO 31000 had posit the events can be categorized in terms of being an 

opportunity, hazard and uncertain.   

In project management context , PMI(2000) defined risk to be an uncertain event or 

condition that if it occur it may have positive or negative effects on project objective. This 

notion stressed by  Hopkin(2008, p.11) in project management where an alternative 

definition of risk to be the event with the ability to impact mission, strategy, projects, routine 

operations, objectives, core processes, key dependences and delivery of stakeholder delivery.  

Author Risk Definition 

Aven and Renn (2009)  Risk as an event expose human stake where uncertain outcome may occur. 

 Risk is the combination of event, consequence and uncertainty.  

Hopkin(2008 p.11)  risk to be the event with the ability to impact mission, strategy, projects, routine operations, objectives, core 

processes, key dependences and delivery of stakeholder delivery. 

ISO 31000 risk as the effect of uncertainty on objective since uncertainty refers to positive, negative or deviation from 

expected. 

IRM defined risk as the combination of event probability and consequences where consequences could be 

negative or positive. 

(Kaplan and Garrick 1981; Kaplan 

1991) 

risk is defined as a set of scenarios si, each of which has a probability pi and a consequence ci 

Table 1 Different risk definitions 

Source: author  

According to Sharma and Swain (2011), Smith et al.,(2008) and PMI (2000)  described 

construction projects risks to be associated in all stages of the projects begins with 

evaluation, sanction, construction and operations. In the context of this dissertation, project 

risk definition selected according to PMI(2008).where project risk defined according to 

PMI(2008 p.275) as uncertain event or condition that if it occur, it have an effect on at least 

one project objective. Differentiation between project issue and project risk is an important to 
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construction practitioners in quantifying of risks and to assess them for an efficient 

minimization and managing of these risks. According to M. NextGen (2015) book , a 

definition for project issue found that stating project issue as event being realized and no 

longer can be mitigated and resolution required. This definition stated earlier by Schuchat 

(2006) he defined project issue as an event related to project that arise during the daily 

activities of the project that need a satisfactory solution in order the project to proceed as 

planned where decision need to be taken outside the scope of daily activities.  M. NextGen 

(2015) book added the notion of realized risk but no actions taken to mitigate them as project 

issues. 

Its noteworthy to understand the difference between uncertainty and risk in construction 

project management. Uger(2005) described the argument in literature of risk and uncertainty 

concepts where similarity notion of these concepts to senior managers presented. An 

agreement on both concepts differences pointed out by Toma et al. (2012) and Uger (2005) 

see Robert E.Rubin’s book- In an Uncertain World.   Merna and Al-Thaniy( 2008, P.7) 

described uncertainty to be a prophecy where it cannot be predicted since it does not depends 

on past data or experience. Moreover the ability to predict based on past experience could 

serve bases of potential risk.  Since risks and uncertainty could be used interchangeably, they 

are not the same and distinguishing between them stressed by Merna and Al-Thaniy (2008, 

p.13).  Defining uncertainty had long attempts over decades. According to Merna and Al-

Thaniy, they defined uncertainty as the inability to attach the probability to likehood of an 

event to occur. A broader description of uncertainty brought by Smith et al.(2006) suggested 

that risk can be broken into three dimensions and these are known risk, known unknown and 

unknown unknowns based on the ability foresee these risks.  Researchers such as Toma et al., 

(2012) stressed the notion of distinguishing between risk and uncertainty by considering 

probability prediction as a key. Moreover they posit that probability prediction based on 

information. When information insufficient, those levels generate uncertainty, absolute 

uncertain and state of risk. Knight (2012) urged the notion of distinguishing between risk and 

uncertainty by suggesting the measurement of outcomes by quantifying them.   Chapman 

(2006) posits that risks can be eliminated or mitigated due to the ability to measure and 

quantify the probabilities of events while uncertainty cannot be eliminated or controlled due 

to lack of measuring the probabilities of the future. Hence as mentioned earlier project issue 
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according to M. NextGen (2015)  the state of being highly predictable on event and outcome 

occurrence and no action taken to mitigate. Below diagram adopted from Clenden (2011) 

describe Smith et al(2006) notion of risk and uncertainty.  
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                                          Figure 1: The Project Uncertainty Matrix 

Source: Adapted from Cleden (2011, p. 49) 

 

 

 

 

In the context of this dissertation on construction project management, Nistor(2005) 

concluded that risks can be a part of uncertainty. Since risk constitute a part of uncertainty, 

Smith et al., (2006) stressed that risks occur when there some knowledge about the event to 

occur where uncertainty develop when not enough information about occurrence of events 

but little knowledge exist that it may occur. Cleden (2009) had argued that risk occur when 

there is a gap in which constitute a threat to project while uncertainty is the intangible 

measure of what is not known where it is the gap of knowledge we don’t know. Finally 
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Webb(2003) earlier stated that risks are situation where risk exposure could be positive or 

negative while uncertainty is the outcome where person have no knowledge.  A table below 

summarize differences between concepts in reviewed literature. 

 

No. Author Risk definition Uncertainty definition 

1 Smith et al. (2006) Risks occur where there is 

some knowledge about the 

event  

 

There might be not enough 

information about the occurrence 

of an event, but we know that it 

might occur.  

 

2 Cleden(2009) Risk is the statement of what 

may arise from that lack of 

knowledge. Risks are gaps in 

knowledge which we think 

constitute a threat to the 

project.  

 

Uncertainty is the intangible 

measure of what we don‟t know. 

Uncertainty is what is left behind 

when all the risks have been 

identified. Uncertainty is gaps in 

our knowledge we may not  

 

3 Webb(2003) Risk is a situation in which 

he possesses some objectives 

information about what the 

outcome might be. Risk 

exposure can be valued 

either positively or 

negatively.  

 

Uncertainty is a situation with an 

outcome about which a person has 

no knowledge.  

 

 

Table 2 : Differences between Risk Vs Uncertainty 

Source: Author 

 

2.3.2 Understanding the concepts of risk management frameworks  

Risk defined according to PMI(2008) and Hilson and Simon (2007) as uncertain event or 

condition have negative or positive influence on project objective. Cagliano et al.,(2014) pointed 

out the significance of managing risks in projects had increased since it determine 

success.Moreover their study stressed out that variations in quality, cost and time are results of 

poor management of risks. This research focus on project management institute (2013) definition 

of projects where project defined as a temporary endeavor undertaken to achieve a unique 

product or service or a result.This can reveal that project have a beginning and end where end is 

considered when project objectives are achieved, (PMI, 2008).   In literature several project risk 

management processes and frameworks described managing risks in projects where PMI (2008) 

described the process in terms of risk identification, qualitative, quantitative analysis and 
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response. However Gjedrum and Peter (2011) extended this notion of project risk management 

steps by discussing the ISO 31000 risk management framework. Moreover the aim of ISO 31000 

is to standardize the process of risk management in different countries where it addedestablishing 

the context and continuous communication and consultation to the PMI (2008) traditional project 

risk management process. Gjedrum and Peter (2011) stated that establishing the context includes 

setting goals and objectives that may vary according to the structure of the organization while 

communication and consultation must take place throughout the process and should include both 

internal and appropriate external stakeholders. Managing risks in silos identified by Zhao et 

al.,(2013) where they stressed for the need of managing risks in an enterprise level to overcome 

silo based risk management which constitute traditional project risk management. Furthermore , 

Project risk management focus on project level goals time, cost and quality while Enterprise risk 

management focus on holistic view of corporation goals.Zhao et al.,(2013) they posit that there 

would be no contradiction between the frameworks. From this notion COSO ERM plays into act 

where it is defined according to the Committee of Sponsoring Organizations of the Treadway 

Commission (2004), ERM is defined as: “a process, effected by an entity’s board of directors, 

management and other personnel, applied in strategy setting and across the enterprise, designed 

to identify potential events that may affect the entity, and manage risk to be within its risk 

appetite, to provide reasonable assurance regarding the achievement of entity objectives. (p. 2)”. 

Describing the steps to implement the enterprise risk management approach, Burnaby and 

Hass(2009) proposed ten steps for ERM for an efficient implementation of COSO ERM 

framework and these are, mandate from the top, ERM department buy-in, control framework 

decision, determine all risks, assess risks, business objective measures and performance, 

objectives and control summary, monthly ERM reporting systems, analysis by ERM department 

and continuous monitoring the process.AS/NZS 4360:1999 on the other hand described that 

managing of risks are integral part of management process where multifaceted process, 

appropriate aspects of which are often best carried out by a multi-disciplinary team. It is an 

iterative process of continual improvement.AS/NZS 4360:1999 stated that there are seven steps 

or elements of risk management and these are establishing the context, identifying, analyzing, 

evaluating, treat, monitoring, communicating and consulting of risks.  

Caglianoet al.,(2014) stated that different  risk management processes and frameworks 

established since the 90s where PRAM (2004) pointed out the commonality in structure and 
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goals of these frameworks.   Moreover these frameworks commonalities could share three main 

steps in which they are called macro phases. These phases describe the main levels of project 

risk management where the first phase is to understand and clarify the objectives of the project 

and planning risk management accordingly. The second phase consist of risk identification, 

analysis and response plans such as contingency plans. Finally, the last phase is risk monitoring 

and communicating. A table constructed to reveal comparison between risk management 

frameworks according to Caglianoet al.,(2014): 

PRM steps  ISO31000 AN-NSZ1999 COSO (2004) PMI(2008)  

Establishing context Establishing context Establishing context   mandate from the 

top, 

 ERM department 

buy-in,  

 control framework 

decision 

 

Risk identification  Risk identification  Risk identification   

 Risk identification  

Risk identification  

Risk analysis  Qualitative and Quantitative 

analysis  

Qualitative and Quantitative 

analysis  

Risk assessment  Qualitative and Quantitative 

analysis 

Risk evaluation Evaluate  Evaluate  Measuring objectives and 

performance  

Risk classification 

Monitoring and controlling  Monitor review of risk 

assessment  

Monitor review of risk 

assessment  

Objective and control summary Risk response  

Communication  Communicate risk 

assessment  

Communicate risk 

assessment  

Monthly ERM reporting   

Table 3: Different Risk management frameworks and commonality  

Source: Author  

Definition brought by Cooper et al.,(2005) earlier combine the similarities discussed frameworks 

of risk management where risk management process, involves the systematic  application of 

management policies, procedures to the task established to identify risks, analyzing, assessing, 

treating, monitoring and communicating of these risks. Caglianoet al.,(2015) posit the need to 

define the project objectives during setting the risk management plan and resources to treat 

activities constitute risks. Furthermore, they brought the notion of necessity to identify causes of 

risks, analysis to determine the probability and consequences effects project outcome in terms of 

cost, quality and time. Finally they posit the developing of actions to respond to those risks to 

increase opportunity and reduce threats.   

A detailed diagram of risk management process adopted  from Standard Australian and Standard 

New-Zealand(2004) will help in describing risk management process:- 
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Figure 2: The project risk management process 

Source: Adopted from Standard Australian and Standard New-Zealand(2004) 

 

 

 

2.3.2.1 Establishing of Context 

Establishing the context is the first step in risk management process. According to standard 

Australia and standard of New Zealand (2004), it pointed out that organization need to 

identify the parameters to be considered while managing risks and sets the scope and criteria 
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to establish the rest of the process. Moreover, this step includes five main steps and these can 

be summarized as the following:- 

 The external environment in which an organization seeks to achieve its objectives. 

 The internal environment in which an organization seeks to achieve its objectives. 

 Risk management context where it defines the objectives, strategies, scope and 

parameters of the organization activities where risk management need to be applied. 

 Establishing risk evaluation criteria where it define the acceptable level of risks. 

 Defining the structure of risk analysis.   

2.3.2.2 Risk identification  

The aim of risk identification step is to find out risks and uncertainty factors where it 

recognize potential sources of risk events as pointed out by Rutkauskas (2008) and Zayed et 

al. (2008).   

This step need to be performed by many project stakeholders as much as possible as 

suggested by PMI (2000) where during the identification process; potential risks fall in 

different groups that several approaches to classify risks and its sources stated by (Baloi and 

Price 2003, Jaafari 

2001, Leung et al. 1998, Li et al. 2005, Mbachu and Vinasithamby 2005, Tah and Carr 2000, 

Zhi 1995). Study conducted by Osipova (2008) construction project risks fall within the 

following groups and these are: 

• Internal or controllable risks such as construction, design and relationships. 

• External or uncontrollable risks such as financial, economical, environmental etc.). 

• Force majeure risks. 

Figure below adopted from Zavadskas et al. (2010) journal to help in demonstrating risk 

factors allocated on project lifecycle 
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Figure 3: The risk identification along PLC 

Source: Adopted from Zavadskas et al. (2010)  

2.3.3 Risk assessment  

This stage of risk management process describe the risk analysis where it aims to collect the data 

about potential risk identified where it includes short listing of these risks with the highest 

impact on the project where these are derived from threats from the identification as stated by 

Cooper et al. (2005). Usually many literature reviews had offered many models for risk 

assessment in which these models are based on qualitative and quantitative methods. Kishan et 

al. (2014) also added that this step is to enable decision makers to be more precise in the process 

of risk management through accurate and objective computation of risk; this step will collect all 

practical possibilities and test them against the end results of decisions taken.  Qualitative 

methods of risk assessment could be such as expert judgment, experience and intuition and a 

quantitative method such as probability analysis, sensitivity analysis, simulation analysis and 

scenario analysis as pointed out by Renault, B.Y. et al. (2016). 

Selection of the right method of risk assessment depends on many factors, according to 

Lichtenstein (1996) he listed these factors where it is up to the organization to choose what are 

the factors may they perceive that are crucial where below these factors are listed: 

 Cost of method to be used where this include employment cost and cost of method itself.  

 The adaptability of the method to the organization where it should fit the requirements. 

 Complexity of method where it describe it limits and simplicity. 

 The feasibility of the method, degree of completeness. 

 The method should be easy to understand. 
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 Validity and credibility. 

 

According to Azari (2010), a brief of risk analysis tools will be briefed which are commonly 

used in construction industry where they are divided into two categories and these are 

quantitative and qualitative risk analysis tools. 

2.3.2.2 Quantitative risk analysis tools 

According to PMI (2009), it estimate the impact of risks in a project where  Heldman(2005) 

stated that it is suitable for medium to huge project that require software and professional 

personal. The brief include many quantitative risk analysis tools in which it includes Scenario 

Technique, Modelling technique-sensitivity analysis and Diagramming techniques.  

Scenario Technique-Monte Carlo simulation, this method is based on statistics which are used to 

assess risks through simulation. Mun (2006) stated that this technique generate scenarios while 

simulation to make forecasting and estimation. 

The second method is Modelling technique-sensitivity analysis where it generates the events that 

have the greatest impact and value where those events are weighted against project objectives. 

This technique explain the highest level of uncertainty or risk on the objective, it is more sensitive. The 

results demonstrated in a spider diagram where the disadvantage is that each variable considered alone 

where Smith et al. (2006) stated that it is better fit during the initial phase of the project.  

 

Figure 4: Sensitivity analysis 

Source: Adopted from Smith et al.,(2006) 
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The third quantitative method in this paper is the Diagramming technique where this technique 

described by Heldman (2005) is very important when high risk would affect the two main 

objectives of the project and these are time and cost where it is in the form of decision tree.  The 

decision tree have two main types and these are the Fault Tree Analysis (FTA) and Event Tree 

Analysis (ETA). Cooper et al.(2005) had described the FTA method used to find out the 

probability of risk and to find out the risks that could contribute to the failure of one event and 

determine the causes of that event.  Usually it is sketched as a tree where the branches describe 

the sequence of events and possible outcome where they are the causes of the problem. By 

having many branches, the tree give many options to choose. 

 

Figure 5: Diagramming technique 

Source: Adopted from Heldman(2005)  

2.3.2.3 Qualitative risk analysis tool  

Gajewska and Ropel (2011) had described the qualitative risk analysis tool that is based on 

descriptive scale which is used to describe the impact and Like- hood where Cooper et al.(2005) 

it used when a quick assessment required which project ranges from small to medium size 

projects as stated by Heldman(2005) also,  this method is usually used when inadequate, limited 

or unavailable numerical data as well as limited resources of time and money (Radu, 2009). The 

main aim is to prioritize potential threats in order to identify those of greatest impact on the 

project (Cooper et al. 2005), and by focusing on those threats, improve the project’s overall 

performance (PMI, 2004). The complexity of scales (Cooper et al. 2005) and definitions (PMI, 

2004) used in this examination reflect the project's size and its objectives. During the phases of 

the PLC, risks may change, and thus continuous risk assessment helps to establish actual risk 

status (Cooper et al. 2005). 
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According to PMI(2004) there are four main qualitative risk analysis tools and these are risk 

probability and assessment, probability/impact risk matrix, risk categorization and risk urgency 

assessment where they will be discussed in brief in the below section of this paper. 

Starting from Risk probability and assessment method, it evaluates the specific risk in terms of 

Like- hood, the second step is to evaluate the impact the projectobjective where it is assessed 

against the opportunities and negative effects that result from threats. PMI(2004) described the 

probability from very unlikely to almost certain and the impacts from very low to very high.     

Furthermore, risk impact on a project's objectives is assessed regarding its positive effects for 

opportunities, as well as negative effects which result from threats. For the purpose of this 

assessment, probability and impact should be defined and tailored to a particular project (PMI, 

2004). This means that clear definitions of scale should be drawn up and its scope depends on the 

project's nature, criteria and objectives (Cooper et al. 2005). PMI (2004) identifies exemplary 

range of probability from 'very unlikely' to 'almost certain', however, corresponding numerical 

assessment is admissible. The impact scale varies from 'very low' to 'very high'. Below a diagram 

demonstrate the  risk probability and assessment tool.  

 

 

Figure 6: Definition of impact scale 

Source: PMI(2004) 
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The second method probability/impact risk matrix, this is the step conducted after Risk 

probability and assessment method where it serve as basis for the quantitative risk assessment. 

Westland (2006) computes the priority score as the average of the probability and impact. The 

range of priority score, the rating and color are assigned to indicate the importance of each risk 

(Westland, 2006). To rank the priorities, the impact is multiplied by probability where the results 

will be generated in the diagram adopted from PMI(2004). Colours and numericals combination 

shows which risks are high, medium and low which help in drawing the responses of these risks. 

 

Figure 7: probability and impact matrix 

Source: PMI (2004) 

The third and fourth method are risk categorization and risk urgency assessment where according 

to PMI(2004), Risk categorization is a way of systematizing project threats according to e.g. 

their sources, in order to identify areas of the project that are most exposed to those risks. Tools 

which can be used in this method are work break down structure (WBS) or risk breakdown 

structure (RBS) as mentioned in the diagram below. 
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Figure 8 : Risk Breakdown Structure 

Source: Hillson (2003, p.89) 
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2.3.2.4  Risk response  

The third step in project risk management is the risk response to the identified and assessed risks 

where there are four main risk response strategies according to IEC (2000), PMI (2000) and 

Smith et al. (2006) and these are risk avoidance, reduction, transfer and retention. Szymanski 

(2017) had described these four risk responses.   

He described risk retention or acceptance in the form active or passive where it is accepted to 

certain level in which all consequences are accepted in terms of lack of time, resources and 

financially.  

Risk avoidance in terms of eliminating the risks by preventing its occurrence from the entire 

process where risks beyond the acceptable level are not acceptable. On the other hand, risk 

reduction described as the actions taken to reduce the probability of an event and finally the risk 

transfer as transferring the hazard to another entity in which it can overcome the risk or directing 

the loss to another entity. 

2.4  Project risk management implementation along project lifecycle 

Understanding the effects of project risk management on construction project lifecycle could fill 

the gap between project risk management critical success factors and project success.  Its 

noteworthy to understand the project lifecycle. According to Gajewska and Ropel(2011) stated 

that projects like any business it have a beginning and end that include many activities where 

they described project lifecycle as a tool to improve project performance. Smith et al.(2006) had 

stated that project lifecycle may differ from one project to another or from an industry to another 

where they concluded its hard to define a certain number of phases to be used as a template that 

fit all types of projects. Smith et al. (2006) argued that best project lifecycle phases could be 

divided into eight succeeding phases and these are Pre-feasibility, feasibility, contract/ 

procurement, implementation, commissioning, hand-over and operations. In contrast, 

Westland(2006) stated that project lifecycle consist initiation, planning, execution and closure 

phase based on early Pinto and Prescott (1988) study. In an early study by Ward and 

Chapman(2003), they stressed out the need to break phases into steps in which this 

fragmentation would facilitate the identification of risk and enhance more efficient risk 

management process. Same period Bennet(2003) posits a typical project lifecycle framework that 
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goes in line with project complexity where it consist of six phases and these are pre-project 

phase, planning and design phase, contractor selection phase, contractor mobilization phase, 

project operation phase and project termination phase. He supported that notion since 

construction projects highly complex in nature and require a special project lifecycle framework.  

In this study Bennet(2003) framework selected to describe main activities in each phase, a 

diagram below presented according to his study. 

 

Figure 9: Construction PLC 

Source: Bennet(2003)  

Westland(2006) described the Pre-project phase as the phase in which business opportunity and 

problem identified where many proposals established where scope, time, cost and main activities 

planned. Moreover, this phase define the project delivery system where relationship between 

project actors established such as client, consultant and contractor. Bennet(2003) described that 

planning and design phase include three main steps and these are project brief in which detailed 

objectives identified, planning such as site investigation and constructability analysis in which it 

identify the building is easy to construct and its impacts on cost, time and quality. Moreover, 

after study is accomplished a design process begin and last activity is the established contract 

document. Potts(2008) stated in contractor selection which is defined by Bennet(2003) added 
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that price is notalways the case to select a contractor where it depends on qualifications, 

resources and bid price. After contractor selection, Bennet(2003) added that activities such as 

project mobilization are contractor responsibility where permits and license need to be initiated. 

Bennet(2003) described the main activities in operational phase are monitoring and control, 

document management and resource management. Finally, the project close-out phase which 

includes delivery of the project such activities such as clean-up, inspection and hand-over to 

client in order to accept it. Westland(2006) stressed for the need of conducting an overall project 

assessment to prepare for future projects. As stated earlier by Ward and Chapman (1995), faults 

in project management process can be a major source of project risks. Since risks could be within 

project management process itself, it worth to understand those risks that could occur in project 

lifecycle phases or between those phases. Ehi-Uujamhan, (2015) and Gajewska and Ropel(2011) 

had brought the notion of developing a risk definition between project teams to be aware of risks 

in project lifecycle. Ehi-Uujamhan, (2015) posits the need to establish risk register to define risk; 

moreover risk register is a table that includes risks that accompany project are prioritized where 

Lee et al.,(2012) stated that each phase constitute risks. Reviewing literature, a gap in importance 

of risk management process implementation along project lifecycle phases identified where an 

argument in Ehi-Uujamhan, (2015) and Gajewska and Ropel(2011) study describing which 

phase is the most important to implement risk management process. Ward and Chapman(2003) 

stressed that unmanaged risks in early phases would cause issues in later phases. From this 

notion Razet al.(2002) highly insisted that risk management is important in all aspects of project 

lifecycle starting from initial phase up to termination phase. Early study by Akintoye and 

Macleod (1997) highlighted the need of project manager to be able to identify all types of risks 

on timely manner to provide the required measures. Moreover it helps in eliminating, mitigating 

risks that cause hindrance to performance.  Lyons and Skitmore (2002) posit that risk 

management is more used during planning and execution phases while Elkington and Smallman 

(2002) argued that notion and stated that it is more used during the conceptual phase. According 

to that notion, its important to identify the elements of risk management process need to be used 

in each phase of project lifecycle.  According to Ehi-Uujamhan, (2015), in the pre-project phase, 

many alternatives proposed where risks associated with each alternative need to be identified. 

Westland (2006) earlier stated that risks in this phase should be identified and assessed. Hence 

Ehi-Uujamhan, (2015) and Westland (2006) posit the need of establishing risk plan during the 
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planning and design phase, it should identify all risks associated with planning and designing. 

Moreover they pointed out that risk plan could solve issues before they shift to the next phases 

where they could be mitigated; they brought the idea of necessity of all stakeholders of the 

project contribute in risk planning in that phase. The need for conducting risk assessment in each 

phase of project lifecycle argued by Ehi-Uujamhan, (2015), Westland(2007) and Westland 

(2006) based on the notion of risks decrease while project progressing along project lifecycle. 

Smith et al.(2014) described that its highly essential to conduct risk management during the 

execution phase where more emphasis on monitoring and controlling processes to ensure 

activities performed according to plan and risks identified in the previous phases are controlled. 

According to a study conducted by Rafindadi et al. (2014), sources of risks classified in five 

categories and these market risk, general project risk, risks in feasibility and design phase, risks 

in construction phase and risks in operating phase. Other researchers such as Szymanski(2017) 

had grouped construction project risks according to project lifecycle and these groups are 

Preliminary design risks, Tender risk, Detailed design risk, Construction works and financing 

risks.  

 

Figure 10: Utilizing RM elements over PLC 

Source: Author  
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2.5 Enterprise Risk Management (ERM) critical success factors for project 

risk management implementation 

Despite the extensive literature in project risk management practices, the area of study that cover 

critical success factors (CSF) identification and body of knowledge not sufficiently developed as 

concluded by Yaraghi (2011).Furthermore, he urged that in spite well developed body of 

knowledge about the design and implementation of risk management processes, there is no 

accepted globally standards and guidelines that help organizations to design and implement an 

effective risk management system. His study concluded that critical success factors (CSF) would 

fill the gap between risk management literature and risk management processes practices. 

Moreover, the notion  of effective risk management system brought by Hosseini et al. (2016) 

starts by identifying the critical success factors for that system.Shehu and Akintoye (2011) and 

Ranong and Phuenngam (2009) stated that based on Rockart (1982) who first developed the 

critical success concept to discuss risks and prerequisite to achieve project success.  Shehuand 

andAkintoye (2011),  (Rowlinson and McDermott 2005 and Thomsen, 2008) posit that critical 

success factors are the main areas and fundamentals of projects to achieve success that ensure 

that project processes are integrated.  In this paper, it attempt to fill the gap of effective project 

risk management processes along project lifecycle by examining the correlation effects of critical 

success factors on project risk management elements. Deroset al.,(2006) stating that critical 

success factors defined as a range of enablers which put in practice will enhance the chances for 

a successful implementation and adoption by an organization that set as a benchmark. Critical 

success factors argued byJaramillo and Marshall (2004) and Keck et al. (1995) to be as 

fundamentals of project to achieve success where they stated that critical success factors are 

tasks need to be prioritized by project team to ensure success of projects.Kishk and Ukaga (2008) 

concluded that critical success factors are important to manage to ensure project success. Since 

Lui et al., (2013 and 2011) brought the notion of Enterprise risk management and Project risk 

management both deal with risks that face the organization, there is no contradiction between 

them since each type of risk management process deals with risk in different level where ERM 

critical success factors could be examined in project risk management context.   
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Zhao et al.(2013) study listed and ranked 16 ERM critical success factors and these are  

Commitment of the board and senior management, ERM ownership, Risk appetite and tolerance, 

Risk-aware culture, Sufficient resources, Risk identification, analysis and response, Iterative and 

dynamic ERM process steps, Leveraging risks as opportunities, Risk communication, A common 

risk language, A risk management information system (RMIS), Training programs, Integration of 

ERM into business processes, Formalized key risk indicators (KRIs), Objective setting and 

Monitoring, review and improvement of ERM framework. Earlier,  Kishk and Ukaga (2008) had 

listed 8 critical success factors for project risk management and these are defining clear goals, 

management support, developing detailed project plans, creating clear defined control 

mechanisms, communication ability, acceptance, client consultation along the project duration, 

competent professionals and trained, flexible project manager and project owner interest.  

 Top management supports 

According to Eccles et al., (2012) stated that board of directors and top management 

plays a big role in adopting sustainable business practices that ensure proper decision 

making to be conducted such they have the power to craft vision and abilities. Since 

sustainability became an issue in business, board of directors started to feel the 

importance and strive to understand risks emerged from sustainability issues as addressed 

earlier by Dowling (2006). So risk management function realized by board of directors 

and top management to be their responsibility as mentioned by Abdul Aziz et al., (2015). 

 Corporate culture  

Since corporate culture is an important area to ensure business sustainability, it is defined 

as the beliefs and behavior draw the employees in an organization coping with business 

complexities as pointed out by ( Bertel, Papania, and Papania 2010) and Shore (2013). 

Since greater risk awareness in corporate culture, it can ensure a competitive advantage 

as concluded by Richter (2012). To ease this notion, risk culture defined by Banks(2012, 

p.23) as an internal sensibility reflected in the daily  thoughts and actions of employees 

toward respecting risk. This notion supported by Segal(2011) where he described risk 

culture can give early signal to events that can threaten corporate survival.  

 Risk communication 
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According to Coccia (2005), he stated that one of the critical success factor for Enterprise 

risk management is communication along with the promotion of behavior changing 

through the organization.  Duckert (2011) brought the notion of common risk language 

development would establish terminologies that contribute in breaking the silos between 

layers of organization and support risk culture. Earlier in literature, Espersen (2007) had 

brought the notion of making risk language easy to understand among organization staff 

is to establish a risk terminology glossary as a common reference resource. 

 Training programs 

Training programs which constitute the communicating the main ideas of Enterprise risk 

management implementation to the organization members that help in reducing anxiety 

and misunderstanding where it clarify the philosophy and polices, values and processes 

as stated by Zhao et al., (2013).  Other researchers mentioned the need of training in 

terms of sharing best practice, knowledge and relationships as stated by Hampton (2006).  

 Risk ownership 

Risk ownership was described by Zhao et al.,(2013) in terms of owning a centralized risk 

management  and take responsibility to oversight risks where this notion was supported 

earlier by Banham (2004) where this practice described by him to be consistent of ERM 

in other industries.  This notion supported in Marchetti (2011, p.17) study where he 

pointed the key roles and responsibility of board of directors to oversight the risk 

management functions. 

 Risk appetite 

Risk appetite described by Zhao et al.,(2013) as the amount and type of risk an 

organization willing pursue and retain while risk tolerance is an organization or 

stakeholders willing to bear risk after risk response in order to achieve objectives as 

stated by (International Organization for Standardization, 2009a, p. 9).  This notion 

supported by McDonald (2004) where he defined risk appetite as strongly hinging 

between procedures and monitoring with involvement of management board, centralized 

ERM and effective communication and building a foundation of risk awareness in 

business culture as a key success factor.   

 Allocation of sufficient resources 
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This critical success factor refers to the allocation of adequate time, staff, funds, 

knowledge and expertise to implement enterprise risk management as stated by Zhao et 

al.,(2013). They pointed out the need for continues allocating resources in order to 

improve the enterprise risk management implementation. (Gates, 2006; Muralidhar,2010) 

stated that insufficient allocation of time, staff, funds, lack of internal knowledge could 

hinder enterprise risk management implementations.  

 Objective setting 

A clear objectives setting are crucial to be identified in all levels of the organization to 

achieve Enterprise risk management implementation success as stated by Zhao et 

al.,(2013). On the other hand, COSO (2004) denoted the importance of recognition of 

objective setting as a precondition to risk identification, assessment and response.  This 

notion supported by Hopkinson (2011) in which he stated the importance of construction 

companies management to clearly identify the objectives in all levels of the organization 

and investigate deviations from plans and against the objectives. Another notion that 

supports objective setting is stated by Wood (2005) where a practical linkage of risk 

register and mitigation plans with planned corporate objective is a key success factor in 

objective setting.  

 Risk identification, analysis and response 

Risk identification, analysis and response critical success factor refers to the actual 

execution of enterprise risk management process where it is linked to generic risk 

management steps as pointed out by Zhao et al., (2013). Such to implement Enterprise 

risk management, a formalized process need to be implemented where it starts with 

identification of potential risks internally and externally. Those risks need to be 

prioritized by using analysis tools and then risk mapping and appropriate risk response 

measures to deal with those critical risks.  Other researchers supported that notion such as 

Lemos et al., (2001), Roth and Espersen (2004) had stated that key risk management 

success to the performance success of formal risk management process starting with risk 

identification, planning, analysis, response, monitoring and control. A table constructed 

below to describe critical success factors of project risk management. 
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2.6 The relationship between project success and Project risk management 

implementation 

This section of the chapter going to present the relationship between critical success factors of 

project risk management implementation and project success to fill the gap in this context.  A 

gap in literature described by Alshibly et al. (2015) in the relationship between project risk 

management and project success had been mentioned earlier by Fewing(2005)  stated that studies 

lack the relationship between project risk management and project success that recognized as one 

of the most important tool to ensure project success.   

As risk management became an important role in project management Taherdoost and 

Keshavarzsaleh (2015), stressed out that it had been ignored by project managers.  Rodrigues-da-

Silva and Crispim (2014), stated that project risk management is a process consist of chain 

decision agents practices in which these decisions ensure project is operated within certain 

conditions such as time, cost, quality and other parameters etc.).As risk in construction project 

management perceived as a measure of probability and consequence of not achieving project 

goals, Toth and Sebestyan (2014) added that these project goals in construction project 

management would be in terms of time, cost and quality.  Masromet al.(2015) posit that if the 

goal of the project is success, then the accepted objectives are the criteria to achieve the goal. 

Argument raised early by Atkinson on the incomplete definition of project success criteria where 

project management referred project success criteria to be in terms of cost, quality and time as 

pointed out by Masromet al.(2015). This notion interpreted early by Atkinson(1999) as biased 

definition of project success criteria would be source of repeated project failures. 

 Since construction projects as stated earlier, continue to fail to achieve its success criteria due to 

poor implementation of risk management practices concluded by Serpella, Ferrada, Howard, and 

Rubio (2014) so it’s necessary to define the project success criteria in the initial phase of the 

project where Hussein et al.(2015) stated that the importance of defining project success criteria 

will up front the project to manage it.  

 Chan et al. (2002) stated that the concept of project success criteria had been studied for long 

time but still there is no agreed definition in which Low and Chaun (2006) posit that project 

success criteria go further than cost, time and quality. Filling the gap of defining project success 
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criteria stated by Serpellaet al.( 2014); Albert et al.(2017) pointed out through assessment of 

clear project success criteria in order to measure performance.Other authors stated that defining 

success criteria of a project could be different depends on the type of the project as pointed out 

by Cserháti and Szabó, (2014); Müller and Turner, (2007); Shenhar and Dvir,(2007); Chang et 

al., (2013). 

2.6.1 Project success criteria  

Understanding project success criteria had many notions, starting from PMBOK, (2013, p.35) 

project success defined as a project is completed within scope, time, cost, quality, resources and 

risk approved between project management and senior management. Success Criteria by itself 

have a definition where it is defined Chan and Chan (2004) as” the set of Principles or standards 

by which favorable outcomes can be completed within a set specification.”. This term had 

another definition in which Atkinson (1999) earlier describe it as project success measuring tool.  

Linking project success criteria to construction industry will be discussed in the following 

section. 

2.6.2 Construction project success criteria  

In literature, it revealed that there is no agreement on success criteria in construction projects as 

stated by Elattar (2009). , Silva et al.(2016) study had attempted to fill this gap by defining 

success criteria in construction as  “The perceived degree of achievement of predetermined 

performance objectives and participants’ expectations of the execution of a construction facility 

or a service”. Their definition will be utilized in this study to identify success criteria in 

construction projects to find out the relation between critical success factors of project risk 

management implementation and project success in UAE construction industry. They pointed out 

that success criteria in construction went beyond the Iron triangle (Cost, time and Quality). 

Radujković and Sjekavica (2017) had argued that success criteria in construction need to be 

divided into two concepts and these are project success criteria and project management success 

criteria where it is a bit confusing. It is pointed out that project management success is according 

to complying with the creation process (Albert et al, 2017).  
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The awareness of differentiation between project success and project management success in 

which even failure of project management, project still can be successful (Rolstadås et al., 2014).  

Since reaching the time, cost and quality, project management can be considered as successful as 

pointed out by Albert et al.,(2017).  Through reviewing Silva et al. (2016) study, project success 

included, client satisfaction, employee satisfaction, learning and development, profitability, cash-

flow management and environmental performance along with project management success 

criteria.  

Success criteria in construction had many categorizations in literature where some researchers 

such as (Brudney and England, 1982; De Wit, 1988; Pinto and Slevin, 1988: 1989; Smith, 1998; 

Belout, 1998; Atkinson, 1999; Crawford and Bryce, 2003 as cited in Takim and Adnan, 2008) 

mentioned construction project criteria could be divided in terms of efficiency and effectiveness. 

Time, cost and other specifications refers to project efficiency success criteria while project 

effectiveness success criteria can be referred to achievement of project objectives, user 

satisfaction and the use of the project according to Takim and Adnan(2008). Time and cost had 

characterized that no researchers argue about them to be most important criteria of success as 

mentioned by Chovichien and Nguyen, 2013; Al-Tmeemy, 2011; HeraviandIlbeigi, 2012; 

Khosravi and Afshri, 2011).Quality as a construction project success criteria had been stressed 

by Chan et al.(2002) as one of the most criteria important to client or project owner. On the other 

hand Savindo(1992) and Parrif and Savindo (1993) had stated safety issues being considered for 

long time. Recent study by Heravi and Ilbeigi (2012) stated that safety index as an executive 

project outcome. Also they had mentioned client satisfaction index as important project success 

criteria through surveys conducted in their study.  

Cash-flow management as a success criteria stated by (Gunasekara, 2009; Kazaz et al., 2012; 

Gunathilika et al., 2013; Gudienea et al., 2013) as a critical aspect of financial success where this 

factor was mentioned many times in their study. Heravi and Ilbeigi (2012) supported that notion 

by billing performance index as important to project success. 
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2.7 Chapter summary 

Project risk management is a tool to enhance project success where integration of it key 

processes helps in smoothness of its execution along project lifecycle through considering its 

critical success factors. In fact project risk management help organizations to establish and 

clarify its objectives in which these objectives identify project success criteria of the construction 

project. Once project success criteria are identified, project risk management can identify, 

analyze, classify, mitigate and control risks along project lifecycle in early manner so, it serve as 

an early warning tool to flag variances between actual and planned performance toward 

achieving project objectives. Thus project risk management critical success factors serve as the 

foundation of this research to examine the correlation between project success in UAE 

construction industry and project risk management practices implemented.  

2.8 Conceptual framework  

 

Figure 11: Conceptual framework 

Source: Author  
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Chapter Three: Research Methodology 

3.1 Introduction 

This chapter of the study going to describe the research methodology utilized to conduct the 

research and achieve its objectives. Research methodology aim is to clarify the analysis of any 

subject where it provide a comprehensive hold on research subject as stated by Saunders et 

al.(2009). Early study by Bell (2005) and Brown (2006) brought the notion of the facilitating of 

research methodology in data collection method as well as how to analyze them in which it helps 

in achieving the aim and objectives of the research.  Later in this chapter, it is going to describe 

the tools and techniques utilized where it includes the research philosophy, approach, strategy, 

choices and time horizon.  

The aim of this research is to answer the question of how critical success factors of project risk 

management implementation would contribute in project success in UAE construction industry. 

Since, the problem is identified in the first chapter, the research objectives defined. A research 

process flow-chart established to give the reader a brief on steps conducted to implement the 

research project. Sources of data collected explained in the research process flow-chart where a 

conceptual framework will be established to help in modeling the relationship between critical 

success factors of project risk management and project success in UAE construction industry as 

stated earlier.   

3.2 Research process flow-chart 

To have an overall idea about this research a diagram below constructed to demonstrate the steps 

of this research process and main steps that is taken to accomplish this study. Each step will be 

described in the sketch to ease the notion of each step conducted in this research endeavor. 
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Figure 12: Research Process 

Source: Author 

3.3 Research design 

This research design based on adoption of Saunders et al. (2009) concept which is Research 

Onion. Describing the process of this concept, it goes through layers. Each layer constitute a 

series of decisions until it formulate the design and data collection. Below diagram state the 

Research onion concept derived from Saunders et al.(2009). 

 

Figure 13: Research Onion concept  

Source: Saunders et al.,(2009) 
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3.4 Description of Research Onion concept 

Research Philosophy, the philosophy of the research is based on how you view the world with 

some assumptions where research strategy adopted is based on these assumptions as stated by 

(Saunders et al. 2009).  The nature of this research philosophy is based on Positivism where it is 

based on principles that researcher opinions and believes does not matter but information used 

should be scientifically proved and based on findings as stated by Hellbone and Priest (2009). 

Since this research depends on survey based to collect data from several types of construction 

projects in UAE, it is related to Positivism.  

Research Approach, (Saunders et al. 2009) had described research approach consist of two types 

of approach and these are inductive and deductive approaches where the deductive approach 

helps in developing a theory and hypotheses and design research strategy to test these 

hypothesis. On the other hand, the Inductive approach it will collect data and generate theory. In 

this research, deductive approach will be adopted since hypothesis will be formulated and tested. 

To justify the selection of deductive approach in this research, a number of critical success 

factors of project risk management,  different construction project lifecycles and project success 

criteria in construction studied. Each part of these studies constitute theories where they will be 

tested through building hypothesis to find the relationships between them. The outcome of 

hypothesis will ease the establishment of a framework to relate critical success factors of project 

risk management implementation to project success in UAE construction industry.  

Research Strategy, (Saunders et al. 2009) had defined research strategy as the road map to reach 

the research goal and answer the research question. Some of these research strategies listed as the 

following, experiments, surveys, case studies, action researches, ethnography, archival research 

and grounded theory.  In this research, it is going to adopt the survey strategy where Wimmer 

and Dominik (2006) described survey strategy can be divided into questionnaire and interviews. 

To justify the selection of this strategy, because it is easy to apply. Sapsford (2007) stated earlier 

that survey can present a sample of a population in which where grouping and comparison can be 

conducted.  According to Fowler (2008), survey can enhance a more depth of data collection for 

conducting a comparison and numerical analysis and explanation of research topic.  
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Research choice of method, according to Saunders et al. (2009), there three main methods to 

select and these are Mono method in which single data collection technique is used, or use more 

than one data collection technique and data analysis procedure Multiple method and Mixed 

method which is based on qualitative and quantitative methods for data collection techniques and 

analysis procedures. The research method chosen is the mixed method where it include both 

qualitative and quantitative methods. To justify the selection of research choice of method, this 

research relied on collecting secondary data from literature review regarding to critical success 

factors of project risk management implementation, different in construction project lifecycles 

and project success criteria in construction. On the other hand to develop hypothesis and testing 

it, quantitative method used to collect numerical data for analysis through questionnaire.  

Time Horizons,  Research time horizon described by Saunders et al.(2009) divided into two 

types and these longitudinal and cross-sectional time frames. According to Yin (1998), cross-

sectional would answer research questions to existing problems in a fixed timeframe. To justify 

this selection, this research is an attempt to find out the actual critical success factors of 

implementing project risk management and its contribution to project success.    

Technique and procedures,  (Saunders et al., 2009) had stated that data collection and its analysis 

is the inner most layer of the research onion where the researcher should ensure no bias in the 

data collected where the data analysis is done against the framework since this process called the 

interpretation of data.  Also (Saunders et al., 2009) added that deductive approach related to data 

as working from theory to data where hypothesis derived from theory. Data analysis techniques 

could be in the form of descriptive statistics, Normality test, Outlier test, Reliability test and 

finally Hypothesis testing-Using correlation analysis and Chi-Square test and Multi Regression 

analysis.  In this research the data analysis will be based on Hypothesis testing since it is a 

deductive approach. 

3.5 Research questions and conceptual framework  

According to literature review, this research had identified the gap of project risk management 

implementation critical success factors relationship and project success in construction projects 

in UAE. Hence the aim of this research to fill this gap and achieve research objectives, the 

following research questions and framework will be utilized. 
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Figure 14: Conceptual framework 

Source: Author 

In the light of research objectives, Creswell (2013) stated that hypothesis emphasize and help in 

finding relationships between variables in which purpose of the study can be achieved. In order 

to clarify the relationships between research objectives the following research questions 

established with their hypothesis:- 

RQ1:- What are the effects of Enterprise risk management critical success factors 

implementation in project risk management processes along project lifecycle? 

H0: There is no positive correlation of Enterprise Risk management critical success factors on establishing of risk plan in pre-

project phase 

H1: There is no positive correlation of Enterprise Risk management critical success factors on risk identification in pre-project 

phase 

H2: There is no positive correlation of Enterprise Risk management critical success factors on risk analysis in planning and 

design  phase and contractor selection and site mobilization phases 

H3: There is no positive correlation of Enterprise Risk management critical success factors on risk classification in planning and 

design  phase and contractor selection and site mobilization phases 

H4: There is no positive correlation of Enterprise Risk management critical success factors on risk monitoring in execution 

phase 
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H5: There is no positive correlation of Enterprise Risk management critical success factors on risk controlling in execution 

phase 

H6: There is no positive correlation of Enterprise Risk management critical success factors on risk communication in closing 

phase 

RQ2: What are the impacts of project risk management processes on construction project 

success criteria? The following hypothesis drawn to find out the relationships between project 

risk management processes and construction project success criteria: 

H0: There is no positive correlation of project risk management processes on construction project success 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

37 
 

Chapter Four: Data collection and analysis 

4.0 Introduction 

The collection, presentation and addressing data is highly essential part in a research where it 

constitute a fundamental outcome of the research and helps in clarifying and explaining the 

research topic.  Collection of data is highly vital to the process of the research where it consist of 

two types of data sources and these are primary and secondary data sources.   

4.1 Primary Data 

Primary data in this research described as data obtained from its original state and derived by the 

researcher. Therefore, it means that this type of data was not available or exist where efforts by 

the researcher spent to generate this data.  Several methods for collecting primary data, according  

to  Singh and Mangat (2013) stated that methods employed to collect primary data include case 

studies, surveys, observations, questionnaires and  interviews. This research utilized 

questionnaires and distributed to construction project managers and other professionals in UAE 

to collect primary data on actual project risk management practices. Hence primary data helps in 

accumulating quantitative data in which it provide answers to research questions as pointed out 

by Freise (2012).   

Describing the questionnaire built and used in this study, it consist of three sections.  The first 

section attempt to collect data on general information of respondents such as age, time spent on 

projects, duration of projects and gender. The second section of the questionnaire attempt to 

collect data to rank the importance of project risk management implementation critical success 

factors along construction project lifecycle and its stages.  The third section of the questionnaire 

attempt to find the correlation between project risk management processes and construction 

project success. 
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4.2 Secondary Data 

 

Secondary data described in this research as those data collected from other researchers works as 

pointed out by Gufrery and Loewy (2010).  Data collected through secondary resources could in 

the form of journals, internet sources, literatures, magazines, bibliography ,social networks and 

blogs as stated by Saunders et al.,(2009).  

Describing the secondary data used in this research, literature review and several thesis of other 

researchers  about Enterprise risk management, project risk management, critical success factors 

and practices had been reviewed to build the conceptual framework of this study that serve as the 

basis of research topic and questions and hypothesis to examine the correlation of project risk 

management implementation critical success factors on construction project success.  

 

4.3 Data analysis 

One of the most critical and important phases of research is the data analysis where it access 

primary and secondary data collected that aide the researcher to generate some effective results 

as pointed out by Gast and Ledford (2009).  

Since Myer (2009) and Silverman (2005) stated that there is no particular data analysis method 

and approach is better than the other especially when it comes to select a computer aided 

software to analyze data.  Social Science Software (SPSS) was utilized in this research through  

illative statistics such as ( T-test, Pearson correlation and ANOVA). The reason behind using this 

software thus it helps in presenting different outputs through same data where it is possible to 

carry out different tests on the same data and compare results that help guarantee the reliability 

and generalize the research.  

Below a description of steps conducted in this research to analyze data through using SPSS. 
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Figure 15:  Analysis steps description 

Source: Author 

4.4 Descriptive analysis  

Through conducting the descriptive analysis through using SPSS, a number of results generated 

according to respondents general information.  Below results presented with some information 

generated to describe the nature of respondents.  

Statistics 

 Age Gender ProjectDuration Experience ProjectPercent 

N Valid 39 39 39 39 39 

Missing 0 0 0 0 0 

Table 4: Number of respondents  

Source: SPSS 

 

From this table, the total number of respondents are 39 personal where mainly 20 respondent 

where construction project managers and the rest construction team leaders.  

Age 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid 25-34 6 15.4 15.4 15.4 

35-44 17 43.6 43.6 59.0 

45-54 12 30.8 30.8 89.7 

above 54 4 10.3 10.3 100.0 

Total 39 100.0 100.0  

Table 5: Age of respondents  

Source: SPSS 
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Figure 16: Age of respondents  

Source: SPSS 

From the table above, we can conclude that the majority of respondents where between 35 and 

44 years old then second ranked age from 45 to54.  Least ranked category of respondent where 

55 years or older.  

Gender 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid male 30 76.9 76.9 76.9 

female 9 23.1 23.1 100.0 

Total 39 100.0 100.0  

Table 6: Gender of respondent 

Source: SPSS 
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Figure 17: Gender of respondent 

Source: SPSS 

From the above table, it can be concluded that majority of gender type working in construction 

projects in UAE are males, mainly construction project managers where 30 project managers 

where males and 9 project managers where female mainly working in fit-out projects.  

ProjectDuration 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid 1 to 2 years 12 30.8 30.8 30.8 

2 to 5 years 24 61.5 61.5 92.3 

above 5 years 3 7.7 7.7 100.0 

Total 39 100.0 100.0  

Table 7: Project duration 

Source: SPSS 
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Figure 18: Project duration 

Source: SPSS 

 

 

According to respondents, the majority of construction projects in UAE time span from 2 to 5 

years where secondly ranked from 1 to 2 years.  

Experience 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid project manager 20 51.3 51.3 51.3 

team lead 14 35.9 35.9 87.2 

team member 5 12.8 12.8 100.0 

Total 39 100.0 100.0  

Table 8: Roles and experience of respondents 

Source: SPSS 
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Figure 19: Roles and experience of respondents 

Source: SPSS 

From the above table and figure, it state that 20 respondents where construction project managers 

where directors are included as project managers in some construction projects while the rest 19 

respondents where team leaders that include construction managers and project engineers while 5 

respondents where team members such as procurement officers, HR officers, site supervisors and 

site engineers.  

 

ProjectPercent 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid less than 25 percent 2 5.1 5.1 5.1 

25 to 50 percent 6 15.4 15.4 20.5 

50 to 75 percent 6 15.4 15.4 35.9 

above 75 percent 25 64.1 64.1 100.0 

Total 39 100.0 100.0  

 

Table 9: Time spent on projects 

Source: SPSS 
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Figure 20: Time spent on projects 

Source: SPSS 

 

From the above table and figure, 25 respondents where spending more than 75 percent of their 

time on projects they work in 6 respondents used manage more than one project mainly project 

directors where they used to spend 50 to 75 percent of their time.  Also, results reveal that 6 

respondents used to work in different projects and spend 25 to 50 percent of their time where 

they are procurement and HR officers mainly they are team members.  

 

4.5 Reliability analysis  

Through using SPSS software, the internal consistency of questions in a questionnaire had been 

tested through reliability T-test analysis where Cronbach alpha shows a marginal rating of 

consistency between 0.675 and 0.730 which is highly efficient for each question in the 

questionnaire. Below are results presented for internal consistency for each set of questions for 

Independent variables.  

The below tables for ranking CSF in risk identification process for pre-project phase: 
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Reliability Statistics 

Cronbach's 

Alpha N of Items 

.675 9 

 

 

Item Statistics 

 Mean Std. Deviation N 

Identification_PrePhase1 4.74 .442 39 

Identification_PrePhase2 4.31 .614 39 

Identification_PrePhase3 4.21 .656 39 

Identification_PrePhase4 3.56 .821 39 

Identification_PrePhase5 3.26 1.141 39 

Identification_PrePhase6 3.18 1.167 39 

Identification_PrePhase7 3.38 1.350 39 

Identification_PrePhase8 3.44 1.046 39 

Identification_PrePhase9 3.46 1.253 39 

Table 10: T-test for Pre Project phase questions reliability 

Source : SPSS 

Item-Total Statistics 

 

Scale Mean if 

Item Deleted 

Scale Variance 

if Item Deleted 

Corrected Item-

Total 

Correlation 

Cronbach's 

Alpha if Item 

Deleted 

Identification_PrePhase1 28.79 22.273 -.101 .700 

Identification_PrePhase2 29.23 22.761 -.187 .719 

Identification_PrePhase3 29.33 19.965 .281 .662 

Identification_PrePhase4 29.97 17.920 .497 .623 

Identification_PrePhase5 30.28 17.629 .325 .655 

Identification_PrePhase6 30.36 14.868 .646 .569 

Identification_PrePhase7 30.15 14.923 .508 .606 

Identification_PrePhase8 30.10 17.673 .373 .643 

Identification_PrePhase9 30.08 15.126 .549 .595 

 

 

 

 
 

Scale Statistics 

Mean Variance Std. Deviation N of Items 

33.54 22.045 4.695 9 
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The below tables for ranking CSF in risk planning process for pre-project phase: 

Reliability Statistics 

Cronbach's 

Alpha N of Items 

.542 9 

 

Item Statistics 

 Mean Std. Deviation N 

Planning_PrePhase1 4.44 .718 39 

Planning_PrePhase2 4.26 .880 39 

Planning_PrePhase3 3.87 .951 39 

Planning_PrePhase4 3.67 .955 39 

Planning_PrePhase5 3.46 1.144 39 

Planning_PrePhase6 3.26 1.229 39 

Planning_PrePhase7 3.26 1.352 39 

Planning_PrePhase8 3.54 .913 39 

Planning_PrePhase9 3.44 1.165 39 

 

Item-Total Statistics 

 

Scale Mean if 

Item Deleted 

Scale Variance 

if Item Deleted 

Corrected Item-

Total 

Correlation 

Cronbach's 

Alpha if Item 

Deleted 

Planning_PrePhase1 28.74 19.248 -.089 .583 

Planning_PrePhase2 28.92 17.757 .091 .553 

Planning_PrePhase3 29.31 18.219 .010 .576 

Planning_PrePhase4 29.51 15.046 .438 .457 

Planning_PrePhase5 29.72 13.629 .505 .419 

Planning_PrePhase6 29.92 15.810 .193 .533 

Planning_PrePhase7 29.92 14.704 .258 .512 

Planning_PrePhase8 29.64 15.815 .352 .484 

Planning_PrePhase9 29.74 14.143 .423 .449 

 

Scale Statistics 

Mean Variance Std. Deviation N of Items 

33.18 19.204 4.382 9 

Table 11: T-test for Pre Project phase questions reliability 

Source : SPSS 
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The below tables for ranking CSF in risk analysis process for planning, design, contractor 

selection and site mobilization phases: 

Reliability Statistics 

Cronbach's 

Alpha N of Items 

.730 9 

 

Item Statistics 

 Mean Std. Deviation N 

Analysis_PDS1 4.03 1.088 39 

Analysis_PDS2 3.67 1.108 39 

Analysis_PDS3 3.59 .751 39 

Analysis_PDS4 3.85 .904 39 

Analysis_PDS5 3.95 1.050 39 

Analysis_PDS6 3.36 1.328 39 

Analysis_PDS7 3.69 1.151 39 

Analysis_PDS8 3.15 1.040 39 

Analysis_PDS9 3.44 1.334 39 

 

Item-Total Statistics 

 

Scale Mean if 

Item Deleted 

Scale Variance 

if Item Deleted 

Corrected Item-

Total 

Correlation 

Cronbach's 

Alpha if Item 

Deleted 

Analysis_PDS1 28.69 27.219 .219 .737 

Analysis_PDS2 29.05 26.892 .241 .734 

Analysis_PDS3 29.13 26.799 .454 .705 

Analysis_PDS4 28.87 26.220 .416 .706 

Analysis_PDS5 28.77 25.866 .367 .713 

Analysis_PDS6 29.36 23.026 .479 .692 

Analysis_PDS7 29.03 23.289 .565 .676 

Analysis_PDS8 29.56 25.094 .453 .698 

Analysis_PDS9 29.28 22.682 .506 .686 

 

Scale Statistics 

Mean Variance Std. Deviation N of Items 

32.72 30.892 5.558 9 

Table 12: T-test for Planning to site mobilization phases questions reliability 

Source : SPSS 
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The below tables for ranking CSF in risk classification process for planning, design, contractor 

selection and site mobilization phases: 

Reliability Statistics 

Cronbach's 

Alpha N of Items 

.655 9 

 

Item Statistics 

 Mean Std. Deviation N 

Classification_PDS1 4.08 .957 39 

Classification_PDS2 3.54 1.120 39 

Classification_PDS3 3.72 1.075 39 

Classification_PDS4 3.72 1.213 39 

Classification_PDS5 3.62 1.330 39 

Classification_PDS6 3.62 1.115 39 

Classification_PDS7 4.05 1.050 39 

Classification_PDS8 3.67 .838 39 

Classification_PDS9 3.54 1.211 39 

 

Item-Total Statistics 

 

Scale Mean if 

Item Deleted 

Scale Variance 

if Item Deleted 

Corrected Item-

Total 

Correlation 

Cronbach's 

Alpha if Item 

Deleted 

Classification_PDS1 29.46 22.887 .297 .635 

Classification_PDS2 30.00 19.895 .537 .579 

Classification_PDS3 29.82 21.362 .403 .612 

Classification_PDS4 29.82 20.099 .455 .597 

Classification_PDS5 29.92 19.915 .407 .609 

Classification_PDS6 29.92 23.231 .190 .659 

Classification_PDS7 29.49 24.730 .066 .682 

Classification_PDS8 29.87 24.588 .148 .661 

Classification_PDS9 30.00 20.000 .467 .594 

 

Scale Statistics 

Mean Variance Std. Deviation N of Items 

33.54 26.518 5.150 9 

Table 13: T-test for Planning to site mobilization phases questions reliability 

Source : SPSS 
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The below tables for ranking CSF in risk monitoring  process for execution phase: 

Reliability Statistics 

Cronbach's 

Alpha N of Items 

.667 9 

 

Item Statistics 

 Mean Std. Deviation N 

Monitoring_Execution1 3.92 1.222 39 

Monitoring_Execution2 3.51 1.315 39 

Monitoring_Execution3 3.46 1.047 39 

Monitoring_Execution4 3.87 1.281 39 

Monitoring_Execution5 3.44 1.373 39 

Monitoring_Execution6 3.62 1.330 39 

Monitoring_Execution7 3.56 1.188 39 

Monitoring_Execution8 3.51 1.048 39 

Monitoring_Execution9 3.51 1.254 39 

 

Item-Total Statistics 

 

Scale Mean if 

Item Deleted 

Scale Variance 

if Item Deleted 

Corrected Item-

Total 

Correlation 

Cronbach's 

Alpha if Item 

Deleted 

Monitoring_Execution1 28.49 29.362 .208 .668 

Monitoring_Execution2 28.90 25.463 .484 .606 

Monitoring_Execution3 28.95 27.313 .476 .616 

Monitoring_Execution4 28.54 30.360 .114 .689 

Monitoring_Execution5 28.97 26.552 .366 .634 

Monitoring_Execution6 28.79 26.904 .358 .636 

Monitoring_Execution7 28.85 26.660 .452 .616 

Monitoring_Execution8 28.90 28.779 .333 .643 

Monitoring_Execution9 28.90 27.621 .336 .641 

 

Scale Statistics 

Mean Variance Std. Deviation N of Items 

32.41 33.617 5.798 9 

 

Table 14: T-test for execution phase questions reliability 

Source : SPSS 
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The below tables for ranking CSF in risk controlling  process for execution phase: 

Reliability Statistics 

Cronbach's 

Alpha N of Items 

.770 9 

 

Item Statistics 

 Mean Std. Deviation N 

Controlling_Execution1 3.77 1.266 39 

Controlling_Execution2 3.36 1.181 39 

Controlling_Execution3 3.51 1.167 39 

Controlling_Execution4 3.92 .900 39 

Controlling_Execution5 3.95 1.123 39 

Controlling_Execution6 3.79 1.031 39 

Controlling_Execution7 3.67 1.243 39 

Controlling_Execution8 3.31 1.239 39 

Controlling_Execution9 3.31 1.301 39 

 

Item-Total Statistics 

 

Scale Mean if 

Item Deleted 

Scale Variance 

if Item Deleted 

Corrected Item-

Total 

Correlation 

Cronbach's 

Alpha if Item 

Deleted 

Controlling_Execution1 28.82 29.099 .595 .724 

Controlling_Execution2 29.23 31.393 .457 .747 

Controlling_Execution3 29.08 31.810 .430 .751 

Controlling_Execution4 28.67 35.123 .271 .770 

Controlling_Execution5 28.64 32.131 .427 .752 

Controlling_Execution6 28.79 33.325 .373 .759 

Controlling_Execution7 28.92 29.126 .608 .722 

Controlling_Execution8 29.28 30.945 .461 .747 

Controlling_Execution9 29.28 31.103 .416 .754 

 

Scale Statistics 

Mean Variance Std. Deviation N of Items 

32.59 38.827 6.231 9 

Table 15: T-test for execution phase questions reliability 

Source : SPSS 

 

The below tables for ranking CSF in risk communication process for closing phase: 



 

51 
 

Reliability Statistics 

Cronbach's 

Alpha N of Items 

.748 9 

 

Item Statistics 

 Mean Std. Deviation N 

Communication_Closing1 3.28 1.486 39 

Communication_Closing2 3.21 1.196 39 

Communication_Closing3 3.15 1.040 39 

Communication_Closing4 3.77 .959 39 

Communication_Closing5 4.15 .844 39 

Communication_Closing6 3.54 1.120 39 

Communication_Closing7 3.74 1.251 39 

Communication_Closing8 3.51 1.254 39 

Communication_Closing9 3.41 1.371 39 

 

Item-Total Statistics 

 

Scale Mean if 

Item Deleted 

Scale Variance 

if Item Deleted 

Corrected Item-

Total 

Correlation 

Cronbach's 

Alpha if Item 

Deleted 

Communication_Closing1 28.49 28.256 .455 .722 

Communication_Closing2 28.56 29.252 .539 .706 

Communication_Closing3 28.62 32.243 .367 .734 

Communication_Closing4 28.00 36.105 .055 .772 

Communication_Closing5 27.62 33.243 .380 .733 

Communication_Closing6 28.23 31.130 .422 .726 

Communication_Closing7 28.03 31.184 .351 .738 

Communication_Closing8 28.26 28.038 .606 .692 

Communication_Closing9 28.36 26.762 .635 .684 

 

Scale Statistics 

Mean Variance Std. Deviation N of Items 

31.77 37.656 6.136 9 

Table 16: T-test for closing phase questions reliability 

Source : SPSS 

 



 

52 
 

The below tables reveal that there was a strong internal consistency for the set of questions for 

the dependent variables where consistency ranked to be 0.751 for all the questions.   

 

Reliability Statistics 

Cronbach's 

Alpha N of Items 

.751 13 

 

Item Statistics 

 Mean Std. Deviation N 

PRM_CostSuccess 4.33 .838 39 

PRM_TimeSuccess 4.08 .900 39 

PRM_QualitySuccess 3.56 1.142 39 

PRM_ClientSatSuccess 3.46 .996 39 

PRM_EmployeeSatSuccess 3.08 .957 39 

PRM_EndUserSatSuccess 3.15 1.040 39 

PRM_SafetySuccess 3.51 1.189 39 

PRM_CashMgtSuccess 3.33 .838 39 

PRM_DesignSuccess 3.82 .854 39 

PRM_OrgBenifitSuccess 3.41 1.044 39 

PRM_CtryInfrasSuccess 3.23 1.245 39 

PRM_ProfitSuccess 3.28 .999 39 

PRM_EnvionmentSuccess 3.72 .944 39 

 

Item-Total Statistics 

 

Scale Mean if 

Item Deleted 

Scale Variance 

if Item Deleted 

Corrected Item-

Total 

Correlation 

Cronbach's 

Alpha if Item 

Deleted 

PRM_CostSuccess 41.64 40.499 .171 .755 

PRM_TimeSuccess 41.90 38.884 .297 .744 

PRM_QualitySuccess 42.41 34.722 .520 .718 

PRM_ClientSatSuccess 42.51 35.993 .505 .721 

PRM_EmployeeSatSuccess 42.90 36.516 .484 .724 

PRM_EndUserSatSuccess 42.82 36.572 .427 .730 

PRM_SafetySuccess 42.46 35.887 .402 .733 

PRM_CashMgtSuccess 42.64 38.973 .320 .742 

PRM_DesignSuccess 42.15 37.397 .469 .728 

PRM_OrgBenifitSuccess 42.56 37.884 .315 .743 

PRM_CtryInfrasSuccess 42.74 35.406 .410 .733 
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PRM_ProfitSuccess 42.69 39.534 .199 .755 

PRM_EnvionmentSuccess 42.26 38.196 .337 .740 

 

 

Scale Statistics 

Mean Variance Std. Deviation N of Items 

45.97 43.026 6.559 13 

Table 17: T-test for PRM Process and construction project success 

Source : SPSS 

 

4.6 Regression analysis 

 

The purpose of the regression analysis is to find out the nature of the relationship between the 

variables and to test the hypothesis. The analysis is split into two parts where the first one is the 

test of the independent variables through ranking PRM CSF along  the construction project 

lifecycle. The second regression analysis will test the hypothesis drawn to find out the 

correlation between the implementation project risk management and construction project 

success where they are grouped as the dependent variables.  

4.6.1 Independent variables regression analysis 

After conducting the regression analysis using SPSS, R 0.92 square values state that there is a 

strong linear relationship between the global independent variables and global dependent 

variables. Below results of the regression analysis between independent variables and dependent 

variables.   

Model Summary 

Model R R Square 

Adjusted R 

Square 

Std. Error of the 

Estimate 

1 .341a .116 .092 6.24894 

a. Predictors: (Constant), Global_IV 

Table 18: Summary of global independent variable regression analysis 

Source: SPSS 
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4.6.2 Correlation test analysis for independent variables  

As ranking of PRM CSFs highly important along construction project lifecycle, correlation test 

analysis is a significant tool where this tool designed to measure the strength between variables. 

The results of this analysis by using SPSS software presented in the following tables.  

Correlations 

 

Identification

Factor 

Planning

Factor 

Analysis

Factor 

Classificatio

nFactor 

Monitoring

Factor 

Controlling

Factor 

Communicatio

nFactor 

Global

_DV 

IdentificationF

actor 

Pears

on 

Correl

ation 

1 .654** .561** .460** .415** .601** .468** .253 

Sig. 

(2-

tailed) 

 .000 .000 .003 .009 .000 .003 .120 

N 39 39 39 39 39 39 39 39 

PlanningFacto

r 

Pears

on 

Correl

ation 

.654** 1 .554** .400* .558** .587** .237 .183 

Sig. 

(2-

tailed) 

.000  .000 .012 .000 .000 .146 .264 

N 39 39 39 39 39 39 39 39 

AnalysisFactor Pears

on 

Correl

ation 

.561** .554** 1 .498** .512** .664** .532** .352* 

Sig. 

(2-

tailed) 

.000 .000  .001 .001 .000 .000 .028 

N 39 39 39 39 39 39 39 39 

ClassificationF

actor 

Pears

on 

Correl

ation 

.460** .400* .498** 1 .575** .752** .460** .365* 

Sig. 

(2-

tailed) 

.003 .012 .001  .000 .000 .003 .022 
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N 39 39 39 39 39 39 39 39 

MonitoringFac

tor 

Pears

on 

Correl

ation 

.415** .558** .512** .575** 1 .728** .455** .231 

Sig. 

(2-

tailed) 

.009 .000 .001 .000  .000 .004 .156 

N 39 39 39 39 39 39 39 39 

ControllingFac

tor 

Pears

on 

Correl

ation 

.601** .587** .664** .752** .728** 1 .656** .200 

Sig. 

(2-

tailed) 

.000 .000 .000 .000 .000  .000 .222 

N 39 39 39 39 39 39 39 39 

Communicatio

nFactor 

Pears

on 

Correl

ation 

.468** .237 .532** .460** .455** .656** 1 .278 

Sig. 

(2-

tailed) 

.003 .146 .000 .003 .004 .000  .087 

N 39 39 39 39 39 39 39 39 

Global_DV Pears

on 

Correl

ation 

.253 .183 .352* .365* .231 .200 .278 1 

Sig. 

(2-

tailed) 

.120 .264 .028 .022 .156 .222 .087  

N 39 39 39 39 39 39 39 39 

**. Correlation is significant at the 0.01 level (2-tailed). 

*. Correlation is significant at the 0.05 level (2-tailed). 
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Correlations 

Control Variables 

Plannin

g_PreP

hase1 

Plannin

g_PreP

hase2 

Plannin

g_PreP

hase3 

Plannin

g_PreP

hase4 

Plannin

g_PreP

hase5 

Plannin

g_PreP

hase6 

Plannin

g_PreP

hase7 

Plannin

g_PreP

hase8 

Plannin

g_PreP

hase9 

Plann

ingFa

ctor 

Plannin

g_PreP

hase1 

Corr

elati

on 

1.000 .049 .029 -.363 -.241 -.118 .070 .088 -.361 

Sign

ifica

nce 

(2-

taile

d) 

. .770 .861 .025 .145 .482 .678 .598 .026 

df 0 36 36 36 36 36 36 36 36 

Plannin

g_PreP

hase2 

Corr

elati

on 

.049 1.000 .209 -.092 -.195 -.170 -.479 .442 -.497 

Sign

ifica

nce 

(2-

taile

d) 

.770 . .207 .583 .242 .308 .002 .005 .002 

df 36 0 36 36 36 36 36 36 36 

Plannin

g_PreP

hase3 

Corr

elati

on 

.029 .209 1.000 .060 -.175 -.475 -.339 -.266 .100 

Sign

ifica

nce 

(2-

taile

d) 

.861 .207 . .722 .293 .003 .037 .107 .551 

df 36 36 0 36 36 36 36 36 36 
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Plannin

g_PreP

hase4 

Corr

elati

on 

-.363 -.092 .060 1.000 .114 -.189 -.319 -.116 .098 

Sign

ifica

nce 

(2-

taile

d) 

.025 .583 .722 . .496 .256 .051 .489 .558 

df 36 36 36 0 36 36 36 36 36 

Plannin

g_PreP

hase5 

Corr

elati

on 

-.241 -.195 -.175 .114 1.000 -.038 -.087 -.452 .080 

Sign

ifica

nce 

(2-

taile

d) 

.145 .242 .293 .496 . .820 .602 .004 .631 

df 36 36 36 36 0 36 36 36 36 

Plannin

g_PreP

hase6 

Corr

elati

on 

-.118 -.170 -.475 -.189 -.038 1.000 -.040 .073 -.290 

Sign

ifica

nce 

(2-

taile

d) 

.482 .308 .003 .256 .820 . .810 .662 .077 

df 36 36 36 36 36 0 36 36 36 

Plannin

g_PreP

hase7 

Corr

elati

on 

.070 -.479 -.339 -.319 -.087 -.040 1.000 -.255 .090 

Sign

ifica

nce 

(2-

taile

d) 

.678 .002 .037 .051 .602 .810 . .122 .590 



 

58 
 

df 36 36 36 36 36 36 0 36 36 

Plannin

g_PreP

hase8 

Corr

elati

on 

.088 .442 -.266 -.116 -.452 .073 -.255 1.000 -.320 

Sign

ifica

nce 

(2-

taile

d) 

.598 .005 .107 .489 .004 .662 .122 . .050 

df 36 36 36 36 36 36 36 0 36 

Plannin

g_PreP

hase9 

Corr

elati

on 

-.361 -.497 .100 .098 .080 -.290 .090 -.320 1.000 

Sign

ifica

nce 

(2-

taile

d) 

.026 .002 .551 .558 .631 .077 .590 .050 . 

df 36 36 36 36 36 36 36 36 0 

 

 

 

Correlations 

Control Variables 

Analysi

s_PDS

1 

Analysi

s_PDS

2 

Analysi

s_PDS

3 

Analysi

s_PDS

4 

Analysi

s_PDS

5 

Analysi

s_PDS

6 

Analysi

s_PDS

7 

Analysi

s_PDS

8 

Analysi

s_PDS

9 

Analysi

sFactor 

Analysi

s_PDS

1 

Correl

ation 
1.000 .145 -.066 -.002 -.210 -.229 -.161 -.203 -.385 

Signifi

cance 

(2-

tailed) 

. .384 .696 .992 .206 .166 .334 .221 .017 

df 0 36 36 36 36 36 36 36 36 

Analysi

s_PDS

Correl

ation 
.145 1.000 .008 -.202 -.309 -.282 .021 -.410 -.117 
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2 Signifi

cance 

(2-

tailed) 

.384 . .964 .225 .059 .086 .902 .011 .485 

df 36 0 36 36 36 36 36 36 36 

Analysi

s_PDS

3 

Correl

ation 
-.066 .008 1.000 .038 -.548 -.128 -.292 .283 .029 

Signifi

cance 

(2-

tailed) 

.696 .964 . .822 .000 .444 .075 .085 .865 

df 36 36 0 36 36 36 36 36 36 

Analysi

s_PDS

4 

Correl

ation 
-.002 -.202 .038 1.000 -.025 -.142 -.334 -.237 .062 

Signifi

cance 

(2-

tailed) 

.992 .225 .822 . .880 .396 .041 .153 .713 

df 36 36 36 0 36 36 36 36 36 

Analysi

s_PDS

5 

Correl

ation 
-.210 -.309 -.548 -.025 1.000 .163 .056 .012 -.238 

Signifi

cance 

(2-

tailed) 

.206 .059 .000 .880 . .328 .739 .942 .151 

df 36 36 36 36 0 36 36 36 36 

Analysi

s_PDS

6 

Correl

ation 
-.229 -.282 -.128 -.142 .163 1.000 -.068 -.267 -.177 

Signifi

cance 

(2-

tailed) 

.166 .086 .444 .396 .328 . .687 .105 .287 

df 36 36 36 36 36 0 36 36 36 

Analysi

s_PDS

Correl

ation 
-.161 .021 -.292 -.334 .056 -.068 1.000 -.001 -.233 
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7 Signifi

cance 

(2-

tailed) 

.334 .902 .075 .041 .739 .687 . .993 .159 

df 36 36 36 36 36 36 0 36 36 

Analysi

s_PDS

8 

Correl

ation 
-.203 -.410 .283 -.237 .012 -.267 -.001 1.000 .040 

Signifi

cance 

(2-

tailed) 

.221 .011 .085 .153 .942 .105 .993 . .811 

df 36 36 36 36 36 36 36 0 36 

Analysi

s_PDS

9 

Correl

ation 
-.385 -.117 .029 .062 -.238 -.177 -.233 .040 1.000 

Signifi

cance 

(2-

tailed) 

.017 .485 .865 .713 .151 .287 .159 .811 . 

df 36 36 36 36 36 36 36 36 0 

 

 

Correlations 

Control Variables 

Classifi

cation_

PDS1 

Classifi

cation_

PDS2 

Classifi

cation_

PDS3 

Classifi

cation_

PDS4 

Classifi

cation_

PDS5 

Classifi

cation_

PDS6 

Classifi

cation_

PDS7 

Classifi

cation_

PDS8 

Classifi

cation_

PDS9 

Classifi

cationF

actor 

Classifi

cation_

PDS1 

Corr

elati

on 

1.000 .286 .020 -.198 -.044 .054 -.394 -.283 -.321 

Sign

ifica

nce 

(2-

taile

d) 

. .082 .906 .233 .795 .749 .014 .085 .050 

df 0 36 36 36 36 36 36 36 36 

Classifi

cation_

PDS2 

Corr

elati

on 

.286 1.000 -.178 -.388 .075 -.211 -.516 .023 .109 



 

61 
 

Sign

ifica

nce 

(2-

taile

d) 

.082 . .285 .016 .656 .204 .001 .891 .514 

df 36 0 36 36 36 36 36 36 36 

Classifi

cation_

PDS3 

Corr

elati

on 

.020 -.178 1.000 .192 -.373 -.072 -.117 .052 -.421 

Sign

ifica

nce 

(2-

taile

d) 

.906 .285 . .248 .021 .668 .484 .758 .009 

df 36 36 0 36 36 36 36 36 36 

Classifi

cation_

PDS4 

Corr

elati

on 

-.198 -.388 .192 1.000 .056 -.274 -.155 -.179 -.110 

Sign

ifica

nce 

(2-

taile

d) 

.233 .016 .248 . .739 .096 .352 .282 .512 

df 36 36 36 0 36 36 36 36 36 

Classifi

cation_

PDS5 

Corr

elati

on 

-.044 .075 -.373 .056 1.000 -.302 -.195 -.185 -.158 

Sign

ifica

nce 

(2-

taile

d) 

.795 .656 .021 .739 . .066 .240 .267 .344 

df 36 36 36 36 0 36 36 36 36 
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Classifi

cation_

PDS6 

Corr

elati

on 

.054 -.211 -.072 -.274 -.302 1.000 .180 -.427 -.107 

Sign

ifica

nce 

(2-

taile

d) 

.749 .204 .668 .096 .066 . .280 .007 .522 

df 36 36 36 36 36 0 36 36 36 

Classifi

cation_

PDS7 

Corr

elati

on 

-.394 -.516 -.117 -.155 -.195 .180 1.000 .096 -.066 

Sign

ifica

nce 

(2-

taile

d) 

.014 .001 .484 .352 .240 .280 . .567 .696 

df 36 36 36 36 36 36 0 36 36 

Classifi

cation_

PDS8 

Corr

elati

on 

-.283 .023 .052 -.179 -.185 -.427 .096 1.000 .088 

Sign

ifica

nce 

(2-

taile

d) 

.085 .891 .758 .282 .267 .007 .567 . .600 

df 36 36 36 36 36 36 36 0 36 

Classifi

cation_

PDS9 

Corr

elati

on 

-.321 .109 -.421 -.110 -.158 -.107 -.066 .088 1.000 

Sign

ifica

nce 

(2-

taile

d) 

.050 .514 .009 .512 .344 .522 .696 .600 . 
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df 36 36 36 36 36 36 36 36 0 

 

 

Correlations 

Control Variables 

Monitori

ng_Exe

cution1 

Monitori

ng_Exe

cution2 

Monitori

ng_Exe

cution3 

Monitori

ng_Exe

cution4 

Monitori

ng_Exe

cution5 

Monitori

ng_Exe

cution6 

Monitori

ng_Exe

cution7 

Monitori

ng_Exe

cution8 

Monitori

ng_Exe

cution9 

Monit

oring

Facto

r 

Monitori

ng_Exe

cution1 

Cor

rela

tion 

1.000 .505 .039 -.260 -.378 -.380 -.272 -.312 .049 

Sig

nific

anc

e 

(2-

tail

ed) 

. .001 .818 .115 .019 .019 .098 .057 .769 

df 0 36 36 36 36 36 36 36 36 

Monitori

ng_Exe

cution2 

Cor

rela

tion 

.505 1.000 .003 -.263 -.317 -.426 -.157 -.455 .138 

Sig

nific

anc

e 

(2-

tail

ed) 

.001 . .985 .110 .052 .008 .345 .004 .410 

df 36 0 36 36 36 36 36 36 36 

Monitori

ng_Exe

cution3 

Cor

rela

tion 

.039 .003 1.000 .133 -.127 -.251 -.358 -.092 -.179 
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Sig

nific

anc

e 

(2-

tail

ed) 

.818 .985 . .427 .446 .128 .027 .584 .281 

df 36 36 0 36 36 36 36 36 36 

Monitori

ng_Exe

cution4 

Cor

rela

tion 

-.260 -.263 .133 1.000 .226 -.150 -.340 -.182 -.344 

Sig

nific

anc

e 

(2-

tail

ed) 

.115 .110 .427 . .172 .369 .036 .274 .035 

df 36 36 36 0 36 36 36 36 36 

Monitori

ng_Exe

cution5 

Cor

rela

tion 

-.378 -.317 -.127 .226 1.000 -.082 .031 -.069 -.408 

Sig

nific

anc

e 

(2-

tail

ed) 

.019 .052 .446 .172 . .626 .855 .680 .011 

df 36 36 36 36 0 36 36 36 36 

Monitori

ng_Exe

cution6 

Cor

rela

tion 

-.380 -.426 -.251 -.150 -.082 1.000 .462 .116 -.298 
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Sig

nific

anc

e 

(2-

tail

ed) 

.019 .008 .128 .369 .626 . .003 .490 .070 

df 36 36 36 36 36 0 36 36 36 

Monitori

ng_Exe

cution7 

Cor

rela

tion 

-.272 -.157 -.358 -.340 .031 .462 1.000 -.162 -.161 

Sig

nific

anc

e 

(2-

tail

ed) 

.098 .345 .027 .036 .855 .003 . .330 .334 

df 36 36 36 36 36 36 0 36 36 

Monitori

ng_Exe

cution8 

Cor

rela

tion 

-.312 -.455 -.092 -.182 -.069 .116 -.162 1.000 .270 

Sig

nific

anc

e 

(2-

tail

ed) 

.057 .004 .584 .274 .680 .490 .330 . .101 

df 36 36 36 36 36 36 36 0 36 

Monitori

ng_Exe

cution9 

Cor

rela

tion 

.049 .138 -.179 -.344 -.408 -.298 -.161 .270 1.000 
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Sig

nific

anc

e 

(2-

tail

ed) 

.769 .410 .281 .035 .011 .070 .334 .101 . 

df 36 36 36 36 36 36 36 36 0 

 

 

Correlations 

Control Variables 

Controlli

ng_Exe

cution1 

Controlli

ng_Exe

cution2 

Controlli

ng_Exe

cution3 

Controlli

ng_Exe

cution4 

Controlli

ng_Exe

cution5 

Controlli

ng_Exe

cution6 

Controlli

ng_Exe

cution7 

Controlli

ng_Exe

cution8 

Controlli

ng_Exe

cution9 

Contr

olling

Facto

r 

Controlli

ng_Exe

cution1 

Cor

rela

tion 

1.000 -.071 -.019 -.298 -.211 -.035 -.076 -.010 -.235 

Sig

nific

anc

e 

(2-

tail

ed) 

. .672 .908 .070 .204 .834 .649 .951 .155 

df 0 36 36 36 36 36 36 36 36 

Controlli

ng_Exe

cution2 

Cor

rela

tion 

-.071 1.000 .284 -.293 -.225 .242 -.281 -.387 -.280 

Sig

nific

anc

e 

(2-

tail

ed) 

.672 . .084 .074 .174 .143 .087 .016 .088 

df 36 0 36 36 36 36 36 36 36 
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Controlli

ng_Exe

cution3 

Cor

rela

tion 

-.019 .284 1.000 -.024 -.218 -.167 -.109 -.294 -.429 

Sig

nific

anc

e 

(2-

tail

ed) 

.908 .084 . .886 .189 .317 .513 .073 .007 

df 36 36 0 36 36 36 36 36 36 

Controlli

ng_Exe

cution4 

Cor

rela

tion 

-.298 -.293 -.024 1.000 .417 -.212 -.091 -.308 -.075 

Sig

nific

anc

e 

(2-

tail

ed) 

.070 .074 .886 . .009 .202 .589 .060 .656 

df 36 36 36 0 36 36 36 36 36 

Controlli

ng_Exe

cution5 

Cor

rela

tion 

-.211 -.225 -.218 .417 1.000 .026 -.419 -.166 -.154 

Sig

nific

anc

e 

(2-

tail

ed) 

.204 .174 .189 .009 . .876 .009 .319 .356 

df 36 36 36 36 0 36 36 36 36 

Controlli

ng_Exe

cution6 

Cor

rela

tion 

-.035 .242 -.167 -.212 .026 1.000 .044 -.474 -.327 
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Sig

nific

anc

e 

(2-

tail

ed) 

.834 .143 .317 .202 .876 . .792 .003 .045 

df 36 36 36 36 36 0 36 36 36 

Controlli

ng_Exe

cution7 

Cor

rela

tion 

-.076 -.281 -.109 -.091 -.419 .044 1.000 .097 -.085 

Sig

nific

anc

e 

(2-

tail

ed) 

.649 .087 .513 .589 .009 .792 . .563 .613 

df 36 36 36 36 36 36 0 36 36 

Controlli

ng_Exe

cution8 

Cor

rela

tion 

-.010 -.387 -.294 -.308 -.166 -.474 .097 1.000 .395 

Sig

nific

anc

e 

(2-

tail

ed) 

.951 .016 .073 .060 .319 .003 .563 . .014 

df 36 36 36 36 36 36 36 0 36 

Controlli

ng_Exe

cution9 

Cor

rela

tion 

-.235 -.280 -.429 -.075 -.154 -.327 -.085 .395 1.000 
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Sig

nific

anc

e 

(2-

tail

ed) 

.155 .088 .007 .656 .356 .045 .613 .014 . 

df 36 36 36 36 36 36 36 36 0 

 

 

Correlations 

Control Variables 

Commu

nication

_Closin

g1 

Commu

nication

_Closin

g2 

Commu

nication

_Closin

g3 

Commu

nication

_Closin

g4 

Commu

nication

_Closin

g5 

Commu

nication

_Closin

g6 

Commu

nication

_Closin

g7 

Commu

nication

_Closin

g8 

Commu

nication

_Closin

g9 

Comm

unicati

onFact

or 

Commu

nication

_Closin

g1 

Co

rrel

ati

on 

1.000 .335 .161 -.188 -.491 -.490 -.425 -.278 .105 

Sig

nifi

ca

nc

e 

(2-

tail

ed) 

. .040 .333 .257 .002 .002 .008 .091 .530 

df 0 36 36 36 36 36 36 36 36 

Commu

nication

_Closin

g2 

Co

rrel

ati

on 

.335 1.000 -.011 -.009 -.321 -.308 -.247 -.512 -.032 
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Sig

nifi

ca

nc

e 

(2-

tail

ed) 

.040 . .946 .958 .049 .060 .135 .001 .847 

df 36 0 36 36 36 36 36 36 36 

Commu

nication

_Closin

g3 

Co

rrel

ati

on 

.161 -.011 1.000 -.083 -.173 -.413 -.293 -.116 -.079 

Sig

nifi

ca

nc

e 

(2-

tail

ed) 

.333 .946 . .618 .298 .010 .074 .486 .639 

df 36 36 0 36 36 36 36 36 36 

Commu

nication

_Closin

g4 

Co

rrel

ati

on 

-.188 -.009 -.083 1.000 .160 -.304 -.219 -.044 -.229 

Sig

nifi

ca

nc

e 

(2-

tail

ed) 

.257 .958 .618 . .336 .063 .186 .792 .168 

df 36 36 36 0 36 36 36 36 36 

Commu

nication

_Closin

g5 

Co

rrel

ati

on 

-.491 -.321 -.173 .160 1.000 .066 .005 .602 -.522 
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Sig

nifi

ca

nc

e 

(2-

tail

ed) 

.002 .049 .298 .336 . .692 .977 .000 .001 

df 36 36 36 36 0 36 36 36 36 

Commu

nication

_Closin

g6 

Co

rrel

ati

on 

-.490 -.308 -.413 -.304 .066 1.000 .498 -.058 .042 

Sig

nifi

ca

nc

e 

(2-

tail

ed) 

.002 .060 .010 .063 .692 . .001 .732 .803 

df 36 36 36 36 36 0 36 36 36 

Commu

nication

_Closin

g7 

Co

rrel

ati

on 

-.425 -.247 -.293 -.219 .005 .498 1.000 -.188 -.216 

Sig

nifi

ca

nc

e 

(2-

tail

ed) 

.008 .135 .074 .186 .977 .001 . .258 .193 

df 36 36 36 36 36 36 0 36 36 

Commu

nication

_Closin

g8 

Co

rrel

ati

on 

-.278 -.512 -.116 -.044 .602 -.058 -.188 1.000 -.146 
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Sig

nifi

ca

nc

e 

(2-

tail

ed) 

.091 .001 .486 .792 .000 .732 .258 . .381 

df 36 36 36 36 36 36 36 0 36 

Commu

nication

_Closin

g9 

Co

rrel

ati

on 

.105 -.032 -.079 -.229 -.522 .042 -.216 -.146 1.000 

Sig

nifi

ca

nc

e 

(2-

tail

ed) 

.530 .847 .639 .168 .001 .803 .193 .381 . 

df 36 36 36 36 36 36 36 36 0 

 

Table 19: Correlation test analysis for PRM CSF ranking over PLC 

Source: SPSS 

 

 
 
 
 
4.6.3 Regression analysis for Global dependent variables  

 

A regression analysis conducted to test the effects of independent variables which they form the 

whole project risk management process on the dependent variables where they form the criteria 

of construction projects success.  The R square value is strong 1.00 in which it states that the 

linear relationship is too high.  
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ANOVAa 

Model Sum of Squares df Mean Square F Sig. 

1 Regression 33469.436 7 4781.348 . .b 

Residual .000 31 .000   

Total 33469.436 38    

a. Dependent Variable: Global_IV 

b. Predictors: (Constant), CommunicationFactor, PlanningFactor, ClassificationFactor, 

MonitoringFactor, AnalysisFactor, IdentificationFactor, ControllingFactor 

 

Coefficientsa 

Model 

Unstandardized Coefficients 

Standardized 

Coefficients 

t Sig. B Std. Error Beta 

1 (Constant) -9.948E-14 .000  .000 1.000 

IdentificationFactor 1.000 .000 .158 156391657.002 .000 

PlanningFactor 1.000 .000 .148 136906333.067 .000 

AnalysisFactor 1.000 .000 .187 193557572.237 .000 

ClassificationFactor 1.000 .000 .174 168230109.380 .000 

MonitoringFactor 1.000 .000 .195 190093997.170 .000 

ControllingFactor 1.000 .000 .210 137375475.237 .000 

CommunicationFactor 1.000 .000 .207 210459406.322 .000 

a. Dependent Variable: Global_IV 

Table 20: Regression analysis for dependent variables for Construction project success 

 

 

 

 

Model Summary 

Model R R Square 

Adjusted R 

Square 

Std. Error of the 

Estimate 

1 1.000a 1.000 1.000 .00000 

a. Predictors: (Constant), CommunicationFactor, PlanningFactor, 

ClassificationFactor, MonitoringFactor, AnalysisFactor, IdentificationFactor, 

ControllingFactor 
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Chapter Five: Discussion and Recommendation 

5.0 Introduction 

In this dissertation, the overall aim purpose of this work to explore and determine the 

relationship between project risk management implementation critical success factors and 

construction project success.  It has shown that there is a strong relationship between critical 

success factors implementation of Enterprise Risk Management utilized in project risk 

management and enhancement of achieving construction project success criteria and objectives. 

Furthermore, the work shown the achievement of each objective had supported the aim of the 

research and the analysis of surveys and questionnaires had complemented the previous findings 

in academic literature reviews.  

In this chapter, it will present a justification through discussion of the research findings from the 

previous chapters where a summarize of each chapter and provide a detailed insight into the 

topic area. Furthermore, a research limitations and recommendations for future research will be 

suggested.  

5.1 A Review of research objectives  

In order to achieve research aim and objectives, the literature review had been divided into six 

main sections. First section had explored the definitions of project issue, risk and uncertainty and 

risk management. The second section, had explored the concept of risk management process and 

its different types of the processes. The third section was exploring the implementation of project 

risk management over the construction project lifecycle where the importance of each step in the 

risk management described in each phase. The fourth section, describe the project lifecycle 

phases and its main activities and particularly the construction project lifecycle which is denoted 

by Bennet (2003) as special and highly fit for the construction projects. The fifth section was 

exploring the critical success factors of enterprise risk management and its ability to be 

implemented to project risk management. The sixth and the final section in literature review was 

exploring the project success and particularly the construction project success and its relation to 

project risk management. 
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5.1.1 Objective 1 

As the first objective was 'exploring the terms of risk, risk management and project risk 

management critical success factors' it was reviewed in chapter 2.  

Several studies had not agreed on one specific term to define risk as pointed out by Aven and 

Renn(2009). Hence some researchers such as Hopkin (2008, p.11) had pointed out that this 

context refers to negative consequence. Moreover, Hopkin (2008, p.11) stressed the notion of 

risk can be a positive consequence or risk being related to uncertainty of an outcome.In project 

management context , PMI(2000) defined risk to be an uncertain event or condition that if it 

occur it may have positive or negative effects on project objective. While uncertainty described 

by Merna and Al-Thaniy( 2008, P.7) as a prophecy where it cannot be predicted since it does not 

depends on past data or experience.Merna and Al-Thaniy, they defined uncertainty as the 

inability to attach the probability to likehood of an event to occur. Project issue on another hand 

defined by M. NextGen (2015)  as the state of being highly predictable on event and outcome 

occurrence and no action taken to mitigate. 

Understanding risk management in project context, according to PMI (2008) it is the process of 

risk identification, qualitative, quantitative analysis and response.Despite the extensive literature 

in project risk management practices, the area of study that cover critical success factors (CSF) 

identification and body of knowledge not sufficiently developed as concluded by Yaraghi 

(2011). Hosseini et al. (2016) starts by identifying the critical success factors for that 

system.Shehu and Akintoye (2011) and Ranong and Phuenngam (2009) stated that based on 

Rockart (1982) who first developed the critical success concept to discuss risks and prerequisite 

to achieve project success.   
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5.1.2 Objective 2  

The second objective was 'Exploring the terms of project lifecycle and construction projects 

success criteria' reviewed in section 2.4 and 2.6. 

Where project lifecycle defined as a business it have a beginning and end that include many 

activities where they described project lifecycle as a tool to improve project performance as 

pointed out by Gajewska and Ropel(2011).  Through literature, there was an argument on 

deciding the number of project lifecycle phases that fit construction since same size fit all cannot 

be effective in construction projects. Smith et al. (2006) argued that best project lifecycle phases 

could be divided into eight succeeding phases and these are Pre-feasibility, feasibility, contract/ 

procurement, implementation, commissioning, hand-over and operations. In contrast, 

Westland(2006) stated that project lifecycle consist initiation, planning, execution and closure 

phase based on early Pinto and Prescott (1988) study.Bennet(2003) posits a typical project 

lifecycle framework that goes in line with project complexity where it consist of six phases and 

these are pre-project phase, planning and design phase, contractor selection phase, contractor 

mobilization phase, project operation phase and project termination phase. He supported that 

notion since construction projects highly complex in nature and require a special project lifecycle 

framework.   

As in literature reviewed, the argument on defining construction project success criteria had no 

agreement between researchers as stated bySilva et al.(2016) and Elattar (2009) hence 

construction project success criteria defined as  'The perceived degree of achievement of 

predetermined performance objectives and participants'. From this notion they stated that 

construction project success may go beyond Iron triangle (Cost, time and Quality).  According to 

Silva et al.(2016) study, construction project success may include client satisfaction, end user of 

premise, employee satisfaction, effective cash-flow management, enhancing commitment safety, 

environment performance, increasing profit margin, organization benefits  and country benefit 

where they can be categorized under project success and project management success as 

concluded by Radujković and Sjekavica (2017).  
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5.1.3 Objective 3  

The third objective of the research is to investigate the extent of effects of critical success factors 

on project risk management processes to answer the research question, What are the correlation 

effects of Enterprise risk management critical success factors implementation in project risk 

management processes along project lifecycle? 

To answer this question,Yaraghi (2011) stated that there is no accepted global standard and 

guidelines to design and implement an effective risk management system. ThroughYaraghi 

(2011) study conclusion on critical success factors (CSF), testing established null hypothesis 

revealed that there is a difference on level of  importance of (CSF) along construction project 

lifecycle.  According to H0, the Pearson Correlation values stated that there is a positive 

correlation since top management support, setting objectives and corporate risk culture had the 

highest values in the pre-project phase during risk identification process. The values are 1.0 for 

top management, 0.96 for setting of objectives and corporate risk culture 0.71.  These values 

would reject the null hypothesis. In addition, these three (CSF) need to be considered during 

business opportunity evaluation, choosing delivery method and choosing contract type.  H1 null 

hypothesis, testing the most important (CSF) during the pre-project phase during risk planning. 

Through Pearson correlation, the most important (CSF) are top management support and risk 

appetite during the planning for risk while evaluating business opportunity, selecting project 

delivery method and choosing contract. Thus the values are 1.0 for top management and 0.64 

which is moderate. These values would reject the null hypothesis.  H2 null hypothesis test the 

most important (CSF) when conducting risk analysis during planning and design, contractor 

selection and site mobilization phases. Allocation of sufficient resources and establishing means 

of risk identification, analysis and response where most important (CSF) during risk analysis 

where it had a value of 0.88 and 0.977 thus they are important when establishing project 

objectives, designing, tendering and preparation for construction phase. Moreover H2 null 

hypothesis rejected.  H3 null hypothesis test the most important (CSF) when classifying of risk 

during the planning and design, contractor selection and site mobilization phases. The most 

important (CSF) are risk ownership and communication of risk with values of 0.950 and 0.862. 

These (CSF) are important when classifying risks during establishing project objectives, 
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designing, tendering and preparation for construction phase.  Its concluded that H3 null 

hypothesis can be rejected.  

H4 null hypothesis tests the monitoring of risks during the execution phase. The most important 

(CSF) during monitoring of risks are top management support, defining risk appetite and risk 

communication with the values 1.0, 0.756 and 0.757 while monitoring the resource management 

during the execution phase of the construction works. Thus, H4 null hypothesis rejected.  

H5 null hypothesis tests the controlling of risks during the execution phase. The most important 

(CSF) during the control of risks when managing the resources of the construction project are top 

management support, means of risk communication and conducting training programs and these 

values are 0.838, 0.931 and 0.787. H5 null hypothesis rejected.  

H6 null hypothesis tests the communication of risks during the closing phase of the construction 

project. The most important (CSF) during the closing phase while communicating of risk are 

allocation of sufficient resources and corporate risk culture with Pearson correlation values 1.0 

and 0.847. H6 null hypothesis rejected. 

5.1.4 Objective 4 

The fourth objective is about 'Investigating the relationship between project risk management 

implementation and construction project success criteria. ' to answer this question, a research 

question established, What are the impacts of project risk management processes on construction 

project success?  

As Rodrigues-da-Silva and Crispim (2014), stated that project risk management is a process 

consist of chain decision agents practices in which these decisions ensure project is operated 

within certain conditions such as time, cost, quality and other parameters etc.).Aglobal  null 

hypothesis drawn to test the relationship between the project risk  management processes and its 

decisions taken to ensure achievement of construction project success objectives. According to 

R2 value which 1.0, it stated that there is a strong relationship between project risk management 

processes and construction project success.  This value confirm Alshibly et al. (2015) conclusion 

where construction project risk management can be a tool to enhance project success. Thus 

global H0 hypothesis rejected.  
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5.2 Research Limitation  

The findings of the research somewhat limited due to time constraint, availability of information, 

lack of existence of a risk management department in several different types of construction 

projects visitedin UAE to conduct the surveys through distribution of questionnaires to 

construction project managers and professionals.  

The constraint of time and availability of information on risk and risk management by 

respondents could be effected with bias that affect the secondary data while filling the 

questionnaire. Since the results obtained from UAE construction projects, readers may won't be 

able to generalize these results in other construction projects in different countries. 

5.3 Recommendations for future study and professionals use 

Many questions on importance of critical success factors of implementation of project risk 

management remain unanswered along the construction project lifecycle phases, where number 

of phases would vary from one project to another. Moreover, through conducting surveys, lack 

of risk management department or offices in UAE construction contractors observed. 

Therefore, future researchers should undertake investigations on ranking project risk 

management implementation critical success factors on different construction project lifecycles 

which depend on type of construction projects. Hence, a stronger relationship would be enhanced 

between project risk management critical success factors and construction project lifecycle to 

ensure success of projects. Moreover, researchers in risk management field in UAE construction 

industry would investigate the establishment of risk management office in construction 

contractors to enhance good practices of project risk management implementation through 

ranking those critical success factors derived from COSO (2004) Enterprise risk management 

frameworks. 

The dissertation would contribute to construction project risk management and project 

management topics. Understanding means of ranking project risk management critical success 

factors and establishment of risk management officewould support construction project managers 

and other construction professionals to enhance project success. In addition, academic scholars 

can benefit from this study whenever project risk management construction risk are their topic of 

interest.   
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Chapter Six: Conclusion 

The current study had tested and confirmed 9 Enterprise risk management critical success factors 

that can be utilized to enhance the implementation of project risk management in UAE 

construction industry.  The 9 Enterprise risk management critical success factors selected and 

confirmed in this study where 'top management support', 'objective settings', ' risk ownership', 

'corporate risk culture', 'risk appetite', 'means of risk communication', 'conducting training 

programs', 'allocation of sufficient resources' and 'establishing means of risk identification, 

analysis and response'.  The study found that all these critical success factors are correlated to the 

success of project risk management implementation and construction project success.  

In addition, through ranking the importance of these critical success factors it would be able to 

establish project risk management office within construction contractors where elements needed 

to establish the department can be easily managed through understanding the critical success 

factors by the organization owner and the top management and every employee in the 

organization.  
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