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Abstract

Inspired by the explosive growth of complex networks and the extraction of common patterns
from varied complex networks’ features, mining and analyzing networks have become a recent
field of significant interest for many researchers with the primary focus on network measures.
The relative ease of computation of unweighted measures leads them to be widely used in ana-
lyzing real world networks, although they ignore important network information: the weights.
Despite many real world networks arise in the form of weighted networks, a few number of
network measures take the weights into account. From this prospective, the last few years
have witnessed the attempts of some researchers to generalize different unweighted network
measures. With several possible generalizations for different measures, the issue of evaluating
these generalizations and quantifying their effectiveness becomes increasingly important. Up
until now, such generalizations comparison relied primarily on visual inspection of different
plots and informal articulation on how a particular generalization is more informative than the
original unweighted measure.

In this thesis, we provide a comparative automated methodology for quantitative evaluation
of different generalizations of unweighted degree measure. We conduct a comparative study
between two state-of-art generalizations, the unweighted degree generalization based on effective
cardinality [1] and the a-degree generalization [23], based on the quantitative evaluation of
their productive power of classifying networked nodes. We show that some generalizations
of unweighted degree measure outperform other generalizations and even the original degree
measure. We study the effect of the type of the network involved and classifier used on the
effectiveness of generalizations.
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Chapter 1

Overview

1.1 Introduction

Inspired by the explosive growth of complex networks and the discovery of the heterogeneous
complex networks’ features, mining and analyzing networks have become a recent field of sig-
nificant interest for many researchers with the primary focus on network measures. Network
measures are the core of mining complex networks that are capable of expressing important
complex network features. In past studies, unweighted network measures are of wide popular-
ity in analyzing complex networks due to their relative ease of computation and intuitiveness;
although they focus on network structure and ignore the weight assigned to each link (links be-
tween elements are usually considered as binary states, either present or absent). Such studies
resulted in important complex networks findings such as the power-law (introduced based on
the degree distribution) [3, 7] and the small-world (introduced based on the clustering coeffi-
cient) [28]. The situation differs in weighted network measures which take weights into account
along with the network structure, where the weights are of great importance and are assigned to
links proportional to the intensity of the connections between network elements. This situation
motivated the researchers to develop different generalizations of unweighted network measures
to take weights into account to capture the richness of information in connections weights
[1, 2, 4, 24]. With several possible generalizations of different network measures, the issue of
evaluating these generalizations and quantifying their effectiveness becomes increasingly impor-
tant. Up until now, such generalizations comparison relied primarily on visual inspection of
different plots and informal articulation on how a particular generalization is more informative
than the original unweighted measure. To our knowledge, no any experimental comparative
study has been conducted to evaluate quantitatively different generalizations.

In this thesis, we provide an automated comparative methodology for comparing quantita-
tively generalizations of unweighted degree measures. We conduct a comparative study between
two state-of-art generalizations, the unweighted degree generalization based on effective cardi-
nality, the C-degree [1], and the a-degree generalization [23]. We will use the improvement
in the classification accuracy as an indication of the additional information provided by the
generalization. The two generalizations will be evaluated using different datasets from differ-
ent domians and using different classifiers. We show that some generalizations of unweighted
degree measure outperform other generalizations and even the original degree measure, while
other generalizations show lower performance. We present interesting findings related to the
effect of combining some generalizations with original measures. We study the effect of the
type of network involved on the effectiveness of generalizations as well as the sensitivity of the
results with respect to the type of classifier used.



1.2 Problem Statment

A serious need of guidelines for the effectiveness of different methodologies of generalizations of
unweighted network measures arises due to the explosive use of network measures in analyzing
complex networks. The issue of comparing these generalizations and quantifying their effec-
tiveness becomes increasingly important. Up until now, such generalizations comparison relied
primarily on visual inspection of different plots and informal articulation on how a particular
generalization is more informative than the original unweighted measure. The key objective of
this thesis is to provide an automated comparative methodology for comparing quantitatively
two state-of-the-art generalizations of unweighted degree measures.

To accomplish our objectives, we developed an automated comparative methodology for
comparing quantitatively two state-of-the-art generalizations of unweighted degree measures
and assessing how useful and informative these generalizations are, when compared with the
original unweighted network measure and against each other. We conduct an extensive exper-
imental comparative study between two generalizations of unweighted node degree measure,
the C-degree and the a-degree, and against their original unweighted measure using different
datasets from different domains and using different classifiers. We use the accuracy of classifying
networked nodes as the main evaluation metric.

1.3 Research Questions

In this thesis, we address the following research questions:

e Given a generalization of an unweighted network measure, does the generalization provide
more information than the original unweighted measure?

e Given two generalizations, does one of the generalizations dominate the other generaliza-
tion in terms of the information it provide? Is this consistent across different datasets?

e Dose the effectiveness of a generalization depends on the type of the dataset (the network)
involved?

1.4 Contribution

The contributions of this thesis are:

e Providing an automated comparative methodology for comparing quantitatively two state-
of-the-art generalizations of unweighted degree measures.

e Conducting an extensive experimental comparative study between two different general-
izations of unweighted degree measures and against the original unweighted degree mea-
sure.

e An extensive study of the effect of involving different types of networks and using different
classifiers on the effectiveness of generalizations.

1.5 Scope

In this thesis, we focus on experimental comparative analysis of two state-of-the-art generaliza-
tions of unweighted degree measures. We restrict our analysis to weighted and undirected real
world complex networks. It is our aim that the contributions made in this thesis to provide
important guidelines for researchers who wish to use different generalizations in mining and
analyzing real world complex networks.



1.6 Organization of Thesis

The remaining chapters are arranged as follows: Chapter 2 presents a literature review about
networks, different classes of network measures and a review of recent generalization method-
ologies. Chapter 3 provides basic background of within-network classification, node-centric
network learning framework and the modular network learning NetKit-SRL Toolkit. At the
end of Chapter 3, we present brief details about the datasets that will be involved in our exper-
imental study. Chapter 4 demonstrates our proposed automated comparative methodology for
comparing quantitatively generalizations of unweighted degree measures. Chapter 5 is about
results analysis and discussion, it presents the datasets statistics, the experimental setup and
the analysis of involved datasets. At the end of Chapter 5, we present discussion illustrates how
our analysis of the results collected from our comparative methodology answers the research
questions we raised in section 1.3. Finally, in Chapter 6, conclusion, ideas for future researches
and enhancements are highlighted.



Chapter 2

Literature Review

This chapter first presents a brief background about networks in general, different types of
networks and mining complex networks. Then it provides a brief background about different
classes of network measures that will be used in this study. Finally, we survey the two recent
attempts to generalize unweighted degree measure that will be evaluated in this comparative
study along with other researcher’s attempts of generalizations.

2.1 Networks

A network (graph in discrete mathematics) is a set of elements (nodes or vertices) connected
by a set of links (edges or ties) in a system. Complex networks are networks with special
characteristics such as scale-free [3], small-world effect [28], community structure and mixed
patterns.

The applications of complex networks in real world arise everywhere around us in systems
that are of fundamental importance to modern societies and researches. Examples of the former
are social networks (personal relations, collaboration, email exchange and organizational man-
agement), economy networks (trade networks, currency and tourism), technological networks
(Internet, airports, railways and electric power grid), information networks (WWW and citation
networks), and biological networks (protein-protein interaction networks, metabolic networks
and genetic networks) [8, 9].

Table 2.1 shows examples of real world application from four categories of networks with
the corresponding nodes and edges for each [6, 20].

Network Category Network Nodes Edges
Social groups Individuals Political
E-mail exchanges network E-mail addresses Massages
Social Networks Industrial networks Companies Business relationships
Human language networks Words Synonymous or syntaxes
Information Networks Citation networks Papers Citations
World Wide Web Web pages Hyperlinks
. Internet Hosts Physical connections
Technological Networks Airplané networks Airports Air}Iine connections
Biological Networks Metabolic pathways network | Metabolic substrates Metabolic reactions
Food Web Species in an ecosystem | Predator-prey relationships

Table 2.1: Complex Networks Applications to Real Networks

The basic assumption that all edges that connecting nodes in any network are equal in terms
of their capacity and contribution in the overall performance of the network may not be a valid
assumption. To clarify this, here is an example, in industrial networks the nodes represent the
companies and the edges are the business relationship between them. The strength of business



relationship between two companies can be measured from the weight of the edge connecting
them [3, 6, 7, 9, 15, 25]. It is thus important to differentiate between two types of networks,
unweighted and weighted networks:

e An unweighted network is a network with all the edges connecting nodes are considered
equivalent and treated on equal footing (uniform weight of 1), as seen in figure 2.1a.

e A weighted network is a network with the edges connecting nodes have weights associated
with each of them and represent the strength of connection between any two nodes in
various contexts, as seen in figure 2.1b.

(a) Unweighted Network (b) Weighted Network (c) Directed and weighted network

Figure 2.1: Different Types of Networks

Networks in real world can be directed or undirected depending on the ways of interaction
between nodes. In directed networks, an edge, sometimes called arc, has only one direction
which indicates the orientation of the connection between two nodes. An edge in directed
network has two components: the edge weight and the direction. As figure 2.1c shows, a node
in a directed network can have a number of in-coming edges and out-going edges. For example,
in e-mail exchanges network, nodes are the email addresses and the directed edges represent
messages passing from one e-mail address (sender A) to another (receiver B), where passing a
message from A to B, doesn’t necessarily mean that a message should be passing from B to A.

In undirected networks, an edge is created when two nodes have a connection in between
regardless of the direction of the connection as seen in figures 2.1b and 2.1a. A node in an
undirected network has only a total number of links to other nodes, which represent the node
degree. An internet movie database is an example where edge between two movies is created if
they share a production company [6, 17, 22].

In this thesis we restrict our attention to undirected networks, so that we focus only on
edge’s weight component rather than edge’s direction.

Mining networks refers to the process of extracting hidden patterns, predictive information,
future trends and behaviors from large scale databases. Recently, mining and analyzing complex
networks can help businesses in making knowledge-driven decisions and answering business
questions through predicting the clients’ future behaviors [12].

2.2 Network Measures

This section reviews some network measures which have been developed to characterize and
summarize network structure into simpler numeric values and considered as the core of mining
and analyzing complex networks [1].



2.2.1 Unweighted Network Measures

Most of the traditional network measures, as node’s degree and clustering coefficient, are de-
veloped with primary focus on network structure without taking edges weights into account
(unweighted network measures). The relative ease of computation of unweighted network mea-
sures leads them to be widely used in analyzing real world networks. Although many networks
are weighted networks, an inadequate number of network measures take the weights of connec-
tions between network elements into account [24]. From the list of unweighted network measure,
our concern in this thesis is on the traditional unweighted node’s degree measure.

Node’s Degree

The degree measure is a basic and an important characteristic of a node that is often used in
basic studying of network characteristics [23]. The degree of a node is equal to the number
of other nodes connected to it. In directed networks, which are out of the scope of this work,
nodes have both an out-degree and in-degree, which are the numbers of out-going and in-going
edges respectively. Node’s degree suffers from two main drawbacks: it ignores the weights that
are assigned to edges between nodes and its discrete nature where a neighbor is either counted
in the degree or not (either the edge to neighbor is present or absent) [9, 20].

2.2.2 Weighted Network Measures

Weighted network measures are extensions of unweighted network measures to summarize
weighted networks and to capture the richness of the information contained in the data by
taking edges’ weights into account along with network structure [1, 4, 6, 8, 24]. Since complex
networks arise widely in different contexts of real world systems, they are better to be described
in terms of weighted networks to signify the heterogeneity in the intensity or the capacity of
connections between network nodes [6]. From the list of weighted network measures, in this
work, we will focus only on the node’s strength and we will not survey all other weighted net-
work measures that are not developed based on unweighted measures (detailed reviews of these
weighted measures found in [5, 6, 21]).

Node’s Strength

Node’s unweighted degree measure has been extended to the sum of weights attached to the
edges that connect a node to others, known as node’s strength. Node’s strength can be con-
sidered as the natural way of generalizing degree as it reflects the intensity of the connection
between nodes by integrating the information found in the number of edges (the degree) incident
to a node with the weights assigned to each of these edges [5, 6].

Nod’s strength becomes identical to the node’s degree in the case of unweighted networks or
in the very special case of weighted networks, when all edges incident in a node are of weights
equal to 1. For example node G in figure 2.2 has identical strength and degree as all of edges
incident to G are of weight equal to 1. However, node’s strength doesn’t ensure partial ordering
among sets of weighted nodes. For example in figure 2.2, nodes A, E and F have the same
strength, but node A is more involved in the network as it is connected to twice as many nodes
as each of nodes E and F [1, 23].

From the brief review above and as will be seen in the coming survey of researches attempts
of generalization of unweighted network measures, it is very important to involve both node’s
unweighted degree and strength in network analysis and mining as both reflect the level of
contribution of a node in the overall performance of the network [23].



Figure 2.2: A Network With 8 Nodes and 9 Weighted Edges

2.2.3 Generalized Unweighted Network Measures

The last few years have witnessed the attempts of some researchers to generalize different
unweighted network measures. Here, we briefly review some of these attempts, although we are
not going to involve all of them in our experimental study.

The Newly introduced methodology for generalizing all unweighted network measures is de-
veloped through generalization of the cardinality of some subsets of edges to take weights into
account. This methodology defines ” The effective cardinality, a new metric that quantifies how
many edges are effectively being used, assuming that an edge’s weight reflects the amount of
interaction across that edge” [1]. As the cardinality is the heart of many unweighted network
measures, the generalization of the cardinality is applicable for many unweighted network mea-
sure such as: the node’s degree, the clustering coefficient, the dyadicity and the heterophilicity

[1].

Unlike other generalizations, this methodology ensures important properties if the weights
are uniform (edges of equal weights). Effective cardinality guarantees the reduction of the
generalized measures to the unweighted measures if every node interacts equally and uniformly
with all its neighbors. Moreover, the effective cardinality guarantees a partial ordering among
sets of weighted edges, where the generalized measure capture the strength of connections in a
network in accordance with the disparity between weights [1]. One of the unweighted degree
generalizations that will be used in this thesis is the continuous degree (C-degree) of a node
which is developed based on the effective cardinality for analyzing weighted networks, the C
stands for continuous. As the strength of a node becomes identical to node’s degree if all edges
incident to that node are of weight equal to 1, the C-degree also becomes identical to node’s
degree in the case of unweighted network or in the very special case of weighted network if all
edges incident to a that node are of weight equal to 1.

The effective cardinality c(E’) is

/ 0 if ¢(E') is empty
C E P w(e ZD / ’UJ(O)
( ) Q(ZEEE zer(, )u)(o) log EwE<e) )

otherwise

Where E’ is a subset of edges used by any network measure and 5 w(/e) is the probability

o€E 'LU(O)
of an interaction between the node ¢ and one of its neighbors over an edge e.

The C-degree of a node i is

w(e) 1o () )
9(Xcer St 18 wier)  otherwise

() = {0 if ¢(E;) is empty



Where E; is the set edges incident to i , w(e) is the weight of each edge incidents to i and
s(%) is the strength of node i.

The C-clustering coefficient o(i) of a node 7 is

) c(EN
o) = ek

Where EX is the set of edges between node i’s neighbors and MAX} is the maximum
expected number of edges the neighbors of the node 1.

Moreover, what distinguishes the generalization of the clustering coefficient measure using
this methodology form others is that it takes the weight of edges between the neighbors of the
focal node i into consideration while generalizing.

Another two recent measures that can be generalized using effective cardinality are the
dyadicity and heterophilicity of the graph. These two measures summarize the network struc-
ture by representing the correlation between classes in a network [25]. The dyadicity of a
graph reflects the strength of connection between nodes of the same class compared to what is
expected for a random configuration and can be generalized using the effective cardinality as
%, where Eyithin is the set of edges between nodes of the same class and the n;thin 18
the maximum expected number of edges within nodes of the same class. For example, for a class
of type (z) the nyhin = Wp, where p = 2EN(N — 1) is the connectance, representing
the probability that two nodes being connected in the graph [25], and N is total number of
nodes. The heterophilicity of a graph reflects the strength of connection between nodes of the
different classes compared to what is expected for a random configuration and similarly can
be generalized as %7 where E,qr0s5 is the set of edges between nodes of different classes
and the Ngeross 18 the maximum expected number of edges between nodes in different classes
Nuwithin = Ng (N - nm)p

The «-degree is another recent but simple generalization methodology of the unweighted
degree measure (with closeness and betweenness measures) [23]. The a-degree was developed
based on three elements: the node’s degree, the strength and a tuning parameter «.

a-degree = k17 x s

Where the k is node’s degree and the s is node’s strength [23]. Unlike the effective cardinality
approach, the a-degree generalization depends mainly on the tuning parameter o and doesn’t
reflect the effect of disparity between weights, as it has no clear dependence on edges weights.
Moreover, there is no decided rule for the tuning parameter setup. From «-degree definition,
this generalization capitalize on the effect of the total sum of weights (strength) if the tuning
parameter o > 1, where it capitalize on the number of edges incident to the focal node if « is
between 0 and 1.

In this thesis, we focus on quantifying the amount of information exposed by the continuous
degree C-degree and comparing quantitatively its effectiveness to the a-degree (using the two
setting that were used in the original paper: a = 0.5 and a = 1.5) and against the traditional
unweighted degree measure.

The ensemble generalization approach is another recent attempts to develop a generalization
methodology that can be applied for all unweighted network measures [2], without focusing on
certain measures [4, 24]. The ensemble approach consists of two main steps. The first step in
constructing generalized measures for weighted networks is to transform the weighted network
to set of unweighted ensembles of edges, where the probability that the weighted edge w;;
between nodes ¢ and j exists in the ensemble depends on the normalization of the edge to a
quantity p;; € [0,1].



w;; — man(w;;)

iy = max(w;;) — min(wi;)
The second step after normalization is to calculate the generalization of the targeted un-

weighted measure, for the entire network, as the average of the unweighted measure for each
network in the ensemble.

Following this ensembling procedure, any unweighted measure can be generalized to fit
weighted networks. The ensemble approach of generalization is applicable for almost all un-
weighted measures. The evaluation of this approach on real world networks is reported using
the clustering coefficient on two networks: the EU aviation passengers network and the English
Language letters network. Unlike the generalized clustering coefficient in [24], the ensemble
approach can be used to analyze fully connected networks and captures the topological infor-
mation given by edges weights. Using probabilities in the ensemble approach leads to difficulty
in distinguishing between nodes of the same degree (no partial ordering among nodes). An-
other drawback of probabilities is that the generalization will not be reduced to the original
unweighted measure unless all weights are exactly normalized to 1, unlike the generalization
approach based on effective cardinality which offer both partial ordering and reduction to un-
weighted measures in case of uniform weights.

One more developed method to generalize one of the unweighted network measures is the
weighted clustering coefficient [4]. This generalization was developed in a study of correlation
among weighted connections in complex networks architecture such as the analyzed social and
large infrastructure systems. For each triplet of nodes (i, h and j), the weighted clustering
coefficient C}” uses the weight of edges between the focal node ¢ and each of its two neighbors,
w;; and w;p, but unlike the C-clustering coefficient it ignores the weight of the edge between
the pair of node’s ¢ neighbors w;y,.

1 (wij + win)
oV = J
¢ Sl(k‘z — 1) th: 2

Another recent methodology of generalizing the clustering coefficient relied on the total
weight of edges in the closed triplets (triangles) and the total weight of edges in all triplets
[24]. The method of defining (summarizing) the weights is of primary impact on the final
clustering coefficient and should be chosen, based on research nature, from the list of the
proposed mathematical functions.

oo Total value of closed triplets > _\w
Y Total value of all triplets YoLw

Where 7A represents the closed triplets (triangles) and 7 represents all triplets.

The generalized clustering coefficient C,, becomes identical to the unweighted coefficient in
case of unweighted networks (all weights equal to 1). A reported limitation for this method is
that it uses the absolute values of weights; therefore, it is applicable only for weights on the ratio
scale not the ordinal scale. To overcome this limitation, networks of ordinal weights scale should
be transform to ratio scale to not affect the final value of C,,, which is not normalized unlike
both the traditional and the C- clustering coefficient. Moreover, C,, suffers from a problem in
the case of fully connected networks as it gives a C,, value of 1, unlike the traditional clustering
coefficient. Another shortcoming in C,, measures and the traditional one is that they don’t
capture the differences between edges weights and thus don’t successfully distinguish between
different nodes of a same clustering coefficient equal to 1 , unlike the C- clustering coefficient
that take weights into account to distinguish nodes that deemed indistinguishable.

In this thesis, we provide a comparative study between four network measures shown in
table 2.2: two state-of-art generalizations of unweighted degree measure (the C-degree [1] and
the a-degree [23]) and two traditional measures (the unweighted degree and the strength). We



Network Measure Formula
Traditional unweighted Degree D |E;|

Traditional Strength S Yecr wie)

C-degree Generalization c(Es)

a-degree Generalization E'"% X s (a=05and a=1.5)

Table 2.2: Involved Network Measures in This Thesis

focus on comparing quantitatively the informativeness of the C-degree generalization and the
a-degree generalization (using the two setting that were used in the original paper: o = 0.5 and
a =1.5). We also compare the two generalizations against the traditional unweighted degree
and strength.
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Chapter 3

Background

This chapter provides the basic background of the within-network classification, the node-centric
network learning framework and its components. Then it provides the basic background of the
modular and node-centric NetKit-SRL toolkit including the core routine and its five former
modules. At the end, brief details about the datasets that will be involved in the experimental
comparative study.

To develop our automated comparative methodology, we extend the node-centric network
learning toolkit (NetKit-SRL) in order to compute the two state-of-the-art generalized degree
measures, the C-degree and the a-degree , and then to pass them as additional information for
data classification using different classifiers.

3.1 Within-network Classification

Our comparative methodology of different unweighted degree generalizations relies on the eval-
uation of the productive power of these generalizations in within-classification of networked
nodes of missing labels. As it often the case in real world networks, the class of some intercon-
nected nodes may be missing (unknown) and need to be recovered (or estimated). Such cases
offer opportunities for extending traditional machine learning classification, which treat nodes
as being independent, to classify interconnected nodes of missing information such as node
class to be estimated based on the available known information of other linked nodes, known
as within-network classification. Most of within-network classification methods are inferring
the missing classes (labels) collectively based on the homophily hypothesis (the principle that
interrelated nodes have higher tendency to be in the same class), while this fails for certain
complex networks (e.g., molecular graphs) [11, 17].

3.2 A Node-centric Network Learning Framework

The Network learning toolkit (NetKit-SRL), that we extend in this thesis, is based on node-
centric framework. The Node-centric framework focuses on a single node from the networked
data at a time, with appropriate choice of three main components: the collective inference
(to infer node classification based on the neighbors classification simultaneously), the relational
classification (to produce class labels probability for a certain node given available node’s neigh-
bors labels and local attributes as needed), and the local classifier (to initially assign labels for
classes based on prior knowledge from the available local data).
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3.2.1 Non-relational Classifier

Non-relational classifier or known as local classifiers is a simple machine learning method that
uses available local information (attributes) of nodes of which the class labels are unknown
and need to be estimated. The non-relational classifier can be used in relational learning for
collective inference for assigning initial class labels (priors) [14, 17].

3.2.2 Relational Classifier

Relational classifiers make use of the relations between entities (nodes) along with the values
of attributes of the related entities, or the values of local attributes in some cases, to estimate
the class value for each entity [27]. To perform our comparative methodology, we customize the
relational classifier module of NetKit-SRL to classify nodes of unknown labels using vectors of
nodes generalized degree measures.

3.2.3 Collective Inference

Collective inference is a basic module in NetKit-SRL. Collective inference is a methodology for
simultaneously inferring (classifying) the interrelated and unlabeled nodes together. Collective
inference method uses both local and relational classifiers for classification of interrelated data.
As a first step, collective inference uses a local classifier to estimate initial class labels (priors)
for each node using local attributes only. Then, collective inference uses the resulted initial
estimates to assign class probability for each node (reclassify nodes). The process of reclas-
sifying could be repeated based on the specified number of iterations or until the class labels
converge [13, 18]. Due to this iterative process of inferring, collective inference shows significant
improvement in classification accuracies for interrelated nodes over standard methods that clas-
sify nodes independently and ignore relation between nodes, as shown from recent researches
[16, 18, 19, 26].

To accommodate the goals of our comparative methodology, we focus only on the use of the
relational classifier module from the node-centric framework.

3.3 Network Learning Toolkit (NetKit-SRL)

In this section, we introduce brief details about the Network learning toolkit that we are going
to extend in this comparative study, NetKit-SRL. To achieve the goals of this thesis and to
quantitatively evaluate different generalizations of unweighted degree, we will implement the C-
degree and the a-degree generalizations as java components (data aggregators) to be integrated
with the Netkit-SRL that could compute the traditional network measures only [17].

NetKit-SRL is a command-line toolkit written in Java 1.5 and is available online as open
source. NetKit-SRL is developed based on a node-centric framework and is designed to accept
the interchange of the three components from a set of different methods that are available for
each the node-centric components, where a pair of any non-relational and relational classifiers
can be constructed and then be combined with any selected inference method. The common
platform enables NetKit user to compare different classifiers and learning methods on equal
footing. Moreover, NetKit-SRL is designed to accommodate the introduction of new compo-
nents; therefore, we decided to use NetKit-SRL to extend its features in order to achieve our
goals.

Table 3.1 illustrates the core routine of Netkit-SRL for a given input graph G = (V, E, X)
where the GX = (V, E,2%) denotes every known information about the graph G, = ¢ X
represents the vector of known class values for the set of vertices v € V, and E is the set of
edges between vertices(weighted and undirected) [17]. NetKit collective inference is the process
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Input: GX, VU RCiype, LCiype, Cliype

Induce a local classification model, LC, of type LCtype, using GK

Induce a relational classification model, RC, of type RCiype, using GK

Estimate x; € VU using LC. Apply collective inferencing of type Cliype, using RC as the model
Output: Final estimates for x; € VU

Table 3.1: High-level pseudo-code for the core routine of the Network Learning Toolkit

of inferring values of the unknown classes VU = V — VX for the set of remaining vertices of
unknown class XY

The modular toolkit NetKit-SRL consists of five general modules described below:

3.3.1 Input

NetKit-SRL takes a set of three files as input data for classification:

e Schema file: A file that describes the schema of the input data and should follow the file
name convention schema.arff.

e Nodes file: A file that describes nodes along with their corresponding attributes (in the
same node type and order that is specified in schema file) and should follow the file name
convention nodetype.csv.

e Edges file: A file that describes the edges between connected nodes in the form (SrcNode,
DestNode, Weight) and should follow the file name convention edgefile.rn.

3.3.2 Local Classifier Inducer

Local classifier (non-relational), which is out of the scope of our study, is used for initializing
class priors. The Netkit-SRL offers seven types of local classifiers: null (do nothing), uniform
prior, class prior (the default classifier), external prior (read from external file), WEKA logistic
regression, WEKA naive bayes and WEKA J48.

3.3.3 Relational Classifier Inducer

In this thesis, we use the Network-only Link-Based relational classifier (nLB), which is developed
based on the link-based classifier in [16]. The basic idea behind the original nLB classifier in
NetKit-SRL is that it follows two steps, the aggregation and the estimation. The original nLB
generates features vector for each node by aggregating the labels of neighboring nodes using
the four aggregation methods (mode, ratio, count, exist). Then the generated features vectors
will be passed to logistic regression without any consideration of local attributes, unlike the
link-based classifier in [16]. Finally, the unknown class labels are estimated by applying the
learned model. Notably, relational classifiers in Netkit-SRL restrict the estimation process to
only local neighbors of the targeted node. Moreover, Netkit-SRL offers other eleven types of
relational classifiers that are described in details in the NetKit-SRL Univariate Case Study [17].

To accommodate our goal of evaluating unweighted degree generalizations against original
degree measure, we extend the relational classifier in NetKit-SRL by implementing three aggre-
gators to compute generalizations: the C-degree, the o 0.5 degree and the « 1.5 degree along
with node’s degree and node’s strength aggregators (as described in section A.1). These aggre-
gators will be used to aggregate each node with its network measures in the form of features
vector. Then the generated features vectors will be passed using nLLB to the specified WEKA
classifier to estimate the unknown class labels.
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3.3.4 Collective Inference

The Netkit-SRL uses collective inference classifier, which is out of the scope of our study and
relies on relational classifier estimations in inferring the class labels for nodes of unknown class.
NetKit offers four inference methods: null (no inference), gibbs sampling, iterative classification
and relaxation labeling (the default method).

To accommodate the goals of our comparative methodology, which relies on the evaluation
of measures productive power of classifying networked nodes, we focus only on the use of the
relational classifier module from the NetKit-SRL node-centric toolkit.

3.3.5 Weka Wrapper

Two classifiers were tested in this study using a wrapper WEKA ! module [29] introduced by
the NetKit-SRL toolkit: the logistic regression and decession trees (J48). Weka classifiers in
NetKit are used either as a relational classifier (to build a discriminative model based on the
generated feature vector of aggregated labels of each node’s neighbors) or as a non-relational
classifier, which is out of the scope of our study.

The configurations of all used classifiers from WEKA are available in Weka.properties file,as
shown in table 3.2, where the Toolkit enables the user to add any additional WEKA classifier
that uses WEKA API to be involved in the NetKit-SRL after declaring them in properties file.

logistic.class=weka.classifiers.functions.Logistic
leastsquares.class=weka.classifiers.functions.Least MedSq
naivebayes.class=weka.classifiers.bayes.NaiveBayesMultinomial
j48.class=weka.classifiers.trees.J48

Table 3.2: Default WEKA Configuration

In this thesis, we use both WEKA Logistic Regression and Decision Trees (J48) for classi-
fication experiments in order to study the effect of using different classifiers on generalizations
effectiveness and to evaluate the sensitivity of the collected classification results in this com-
parative methodology to the used WEKA classifiers.

3.4 Benchmark Datasets

In this thesis we involve 7 benchmark data sets from three different domains that have been
the subject of prior studies in machine learning and already used in the NetKit-SRL Univariate
Case Study [17].

3.4.1 IMDb

The first dataset is from the Internet Movie Database (IMDb)? for movies released between
1996 and 2001 in USA with the goal of building models for movies revenue classification by
estimating whether the opening weekend box-office receipts exceeded 2 million $ [19]. The
movies are labeled into 2 categories: high and low revenues.

The method of establishing links between movies in this datasets is: two movies are linked
if they share one or more production companies. The weight of an edge between two movies
represents the number of production companies two movies share. Moreover, the sequential
aspect in releasing movies is ignored while designing the dataset and may lead to movie in the
training set to be released after movies in the test set.

INetKit-SRL uses Weka version 3.4.2.: available at http://www.cs.waikato.ac.nz/ml/weka,.
2See http://www.imdb.com.
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3.4.2 WEBKB

The Second domain is based on the WebKB Project® [10]. We use 4 datasets from computer
science department in universities websites (University of Texas, University of Washington and
University of Wisconsin). The 4 dataset that we use from NetKit case study is manually labeled
into 6 categories: course, department, faculty, project, staff, and student. Where NetKit case
study considers two different classification problems: the six-class problem and the binary-class
classification for predicting students’ pages from others.

In the WebKB datasets, two web pages are linked by co-citation, where the weight of a link
between two web-pages P, and P, equal to the multiplication of the total number of hyperlinks
from P, to P, by the total number of links from P, to P, [17].

3.4.3 Industry

The third domain is the Industry domain with 2 datasets that represent the relationship between
industrial companies from varied industrial sectors and are extracted from news articles. The
2 datasets that we use from NetKit case study are labeled into 12 categories: Basic Materials,
Capital Goods, Conglomerates, Consumer Cyclical, Consumer NonCyclical, Energy, Financial,
Healthcare, Services, Technology, Transportation and Utilities.

A link between two industrial companies is placed if they appeared together in a news story
or a press release, where the weight of a link represents the number of times such co-occurrences
found in the complete corpus [17].

3The used data is from WebKB-ILP-98 data.
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Chapter 4

Comparative Methododology

In this Chapter, we provide a brief description of the extension we did to Network Learning
ToolKit (NetKit-SRL) along with the details of our comparative methodology for comparing
quantitatively different generalizations of unweighted degree measure through the evaluation of
their productive power for within-network classification.

We have extended the NetKit-SRL to compute the two generalized degree measures: the
C-degree and the a-degree (with two parameter settings o = 0.5 and « = 1.5) using our newly
developed java aggregators (for more details see aggregators implementation in Chapter A).
Moreover, we developed another two aggregators to compute nodes degree and strength in the
form of features vectors, where the original tool could only compute the traditional degree
and strength measures for statistical purposes only [17]. We customized the Network-Only
Link-Based classifier to use two WEKA classifiers, decision trees J48 and logistic regression,
for classifying network nodes based on the constructed nodes’ features vectors of different net-
work measures (the details of the constructed network measures aggregators, classifiers and
components configurations are in Chapter A).

Our comparative methodology to quantify the informativeness of a network measure follows
the steps below:

1. We start with weighted and undirected real world network of labeled nodes as input to
the NetKit-SRL toolkit, where each node has a corresponding class label (as seen in figure
4.1)

2. For each node we construct features vectors by aggregating the node and its network
measures (Node’s degree D, Node’s strength S, Node’s C-degree, Node’s « 0.5 degree,
Node’s « 1.5 degree), where we use our newly implemented node’s measures aggregators
(see step 1 of figure 4.1).

3. To quantify how informative a certain network measure is, we pass the generated nodes’
measure vectors from the customized Network-Only Link-Based relational classifier to a
specified WEKA classifier (either Logistic or J48), where we split the dataset into 10
folds using cross-validation. For example to quantify the informativeness of the C-degree
measure only, we pass the aggregated nodes’ C-degree feature vectors to WEKA logistic
regression or J48 using the customized Network-Only Link-Based relational classifier (see
step 2 and 3 of figure 4.1). Moreover, we can pass combined network measures such as
C-degree with traditional strength (C-degree & S) to classify networked data.

4. We then quantitatively compare the informativeness of two network measures against each
other in pairs. For example, we compare the classification accuracies for nodes when using
the C-degree measure only against using the « 0.5 degree only (see step 4 of figure 4.1).
To ensure the reliability of the comparison, we use the statistical significance T-test with
cross-validation of 10 folds, where for each of the folds we compute the means difference
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Node  Degree Strength C-degree a05 al5  Class

Step1 :
DIS 4,00 7.00 3.09 530 | 9.30 | Services
AAPL 5.00 9.00 459 | 670 | 12.10 | Technology
DNA 3.00 3.00 3.00 300 | 3.00 | HealthCare
SAF 200 5.00 196 | 3.2 79 | Technology
Step?2
~> — Validation Classification Accuracies Paired Differences Sio (2-4ailed
DIS 359 | Services Ruis  Cegree 005 : (Means) e (Laled)
AAPL 459 | Technology Step3 1 039 031 C-degree - 0 0.5 0.5 0.0
DNA 3.00 | HealthCare BN 2 030 0.29 . . .
SAF 196 | Technology 3 0.29 031
1 022 030 Step4 T Step5 T
5 0.33 028
=9 Node w05 (lass = 6 032 030 Step1: Construct features vectors of nodes network measures,
DIs 5.30 | Services 7 034 0.z Step2: Extract vectors of network measures to be evaluated
AAPL 670 | Technology : 0 05 Step3: Pass vectors of network measures to WEKA classifier (Using
DNA 3.00 | HealthCare 9 037 030 crossalidation
SAF 3.20 | Technology 10 0.3 027 ‘ . ‘
Average Stepd: Compute the nwgans d\fferepce ‘between the accuracies of paired
0.34 0.9 network measures (Using cross-validation)
Step5: Compare network measures
(Using cross-validation and Statistical T-Test)

Figure 4.1: Our Comparative Methodology: Example applied to Industry-pr dataset.

between the pairs of accuracies for the paired measures (C-degree - o 0.5 degree). Finally,
we compute the statistical significance using T-test, in SPSS !, for the paired network
measures on each involved dataset and each used WEKA classifier (see step 5 of figure
4.1).

To evaluate the sensitivity of the collected classification results, in this comparative method-
ology, to the two used WEKA classifier:

1. We use the same 10 folds cross-validation with statistical significance T-test. For each
fold, we compute the means difference between pairs of accuracies generated from logistic
regression (LR) and J48 classifiers for each individual network measure on each involved
dataset (for example, C-degree.J48 - C-degree.LR).

2. Finally, we compute the statistical significance using T-tests for paired classifiers for each
individual network measure on each involved dataset.

LSPSS is Statistical Package for the Social Sciences software available at: http://www.spss.com/
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Chapter 5

Analysis and Discussion

In this chapter, we discuss the analysis of our conducted comparative study on two state-
of-the-art generalizations of unweighted degree measure on seven benchmark datasets using
two WEKA classifiers. To further motivate and to put our results into context, we start in
Section 1 by collecting statistics about the involved datasets and exploring their structures. In
Section 2, we present the experimental setup. In Section 3, we provide analysis of the results
of the comparative methodology on each individual dataset using multiple pairs of network
measures and using two WEKA classifiers, logistic regression and J48. We conclude in Section
4 with discussion illustrating how our analysis of the results collected from our comparative
methodology answers the research questions we raised in chapter 1.

5.1 Benchmark Datasets Exploration

In this section, we focus on exploring the 7 datasets, before moving to analyze the results of
the conducted data classification experiments. We explore the datasets in terms of network
structure, with primarily focus on edge weights. To perform this task, we made an intensive
use of Microsoft Excel 2007 features such as Data Tools, Data Outline and Functions (Logical,
Statistical, Conditional and Lookup functions).

As previously mentioned, we will study 7 labeled datasets from 3 different domains. The
first domain is the WebKB with 4 datasets from 3 universities websites (University of Texas,
University of Washington and University of Wisconsin), while the second domain is the Industry
domain with 2 datasets (Industry-yh and Industry-pr) that represent the relationship between
industrial companies from varied industrial sectors that are extracted from news articles. The
seventh dataset is from the third domain, the Internet Movie Database (IMDb) website [17].

Data Key IMDb Industry ‘WebKB

IMDb-all Ind.-pr Ind.-yh | Texas-cocite | Washing.-cocite | Washing.-link | Wiscon.-cocite
Number of Nodes N 1441 2189 1798 338 434 434 354
Number of Class Labels 2 12 12 6 6 6 6
Number of Edges M 51481 13062 14165 32988 30462 1941 33250
% of unweighted Edges 87.36% 74.74% | 64.48% 74.29% 59.63% 87.27% 78.95%
% of Weighted Edges 12.64% 25.26% | 35.52% 25.71% 40.37% 12.73% 21.05%

Table 5.1: Datasets Statistics

Table 5.1 illustrates some statistics about the 7 datasets: the number of nodes in each
dataset, the number of class labels, the number of edges (links), the percentage of unweighted
edges (edges with weight equal one), and the percentage of weighted edges. Table 5.2 illustrates
connections in datasets: the average probability that two nodes are connected connectance, the
percentage of links within sets of nodes of the same class F,,;¢nin , the percentage of links across
different classes (communities) of nodes Egcr0ss, the percentage of weighted links, the percent-
age of unweighted links, and the percentage of disconnected nodes in each dataset (singletons).
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Data Key IMDb Industry ‘WebKB
IMDb-all Ind.-pr Ind.-yh | Texas-cocite | Washing.-cocite | Washing.-link | Wiscon.-cocite

Connectance 4.96% 0.55% 0.88% 57.92% 32.42% 2.07% 53.22%
% of Ewithin 66.17% 43.15% | 40.78% 76.14% 59.63% 27.56% 77.70%
% of Ewithin,unweighted 86.91% 67.65% | 59.97% 76.08% 59.01% 81.50% 82.52%
% of Ewithin,weighted 13.09% 32.35% | 40.03% 23.92% 40.99% 18.50% 17.48%
% of Eqcross 33.83% 56.85% | 59.22% 23.86% 40.37% 72.44% 22.30%
% of Eqcross,unweighted 88.23% 80.11% | 67.59% 68.59% 60.55% 89.47% 66.52%
% of Eqcross,weighted 11.77% 19.89% | 32.41% 31.41% 39.45% 10.53% 33.48%
% of Singletons 4.44% 0.00% 0.00% 1.18% 0.00% 0.23% 1.69%

Table 5.2: Datasets Connections

The WebKB datasets almost show the highest node’s connectance, while Industry datasets show
the lowest node’s connectance over all other datasets. The majority of links in all datasets are
unweighted with overall percentage of 59.63% to 87.36% (of which 59.01% to 89.47% are un-
weighted Eyithin and Egeross), while both Industry-yh and Washington-cocite have relatively
higher variety in weighted connections within and across communities. Whereas, the imple-
mentation of the NETKIT-SRL Toolkit focuses on networked data only, all disconnected nodes
(singleton) were removed while aggregating features. Our implementation of generalizations ag-
gregators takes singletons into account, therefore, some statistics that we present may slightly
differ from those reported in NETKIT-SRL univariate case study [17].

We find it interesting while exploring each dataset to study the correlation between the
network structure and the classes of nodes using network measures, as dyadicity Dy and het-
erophilicity H, and to examine the homophily of data classes. For each dataset in table 5.3, we
find the original Dy and H measures [25] along with their generalized versions, Dy Generatized
and H Generalized, based on the effective cardinality concept [1] . We try to observe the effect
of assigning weights to edges on data correlation by comparing the homophily of each dataset
classes when using the generalized and the unweighted graph dyadicity and heterophilicity.

Data Key IMDb Industry ‘WebKB
IMDb-all Ind.-pr Ind.-yh Texas-cocite Washing.-cocite Washing.-link Wiscon.-cocite

DY unweighted 50% 100% 100% 50% 66.67% 66.67% 50%

H yunweighted 0% 8.33% 8.33% 0% 16.67% 50% 0%
Homophily unweighted 50% 91.67% 91.67% 50% 50% 33.33% 50%

Dy Generalized 50% 75.00% 58.33% 33.33% 50% 66.67% 33.33%

H Generalized 0% 8.33% 0% 0% 0% 33.33% 0%
Homophily Generalized 50% 66.67% 58.33% 33.33% 50% 33.33% 33.33%

Table 5.3: Dyadicity and Heterophilicity Measures

Table 5.3 illustrates the percentage of classes in each data set that tend to be dyadic (Dy >
1), heterophobic (H > 1) and that exhibit Homophily (for both unweighted and generalized
cases).

From the rows of unweighted measures Dy ynweighted a0d Hypweightea in table 5.3 we can
observe that, for almost all sectors (91.67% of sectors) in Industry datasets : companies of the
same industrial sector exhibit Homophily ynweighted @s they have a clear clustering tendency
within their sectors more than the expected for a random configuration, and have fewer con-
nections to companies from other sectors than the expected for random configuration (100% of
industrial sectors are dayadic Dy > 1 and 91.67% are anti-heterophobic H < 1).

The situation differs in the generalized measures case, where Dy Generatized a0d H Generalized
measures take the weight of links into account and may reflect more accurate correlation between
nodes (sensitive to strength of link between nodes). As show in table 5.3 generalized measures
leads to decline in number of industrial sectors that exhibit homophily as a result of decline
in dyadic classes in both Industry-pr and Industry-yh by 25% and 41.67% respectively (where
32.35% and 40.03% of the E;inin are weighted in the two datasets respectively, as shown in
table 5.2).

From table5.3, IMDb nodes maintains the same clustering tendency in both unweighted
and generalized measures (as 86.91% of the E;pnin are unweighted and 88.23% of the Eqcross
are unweighted, as shown in table 5.2). The WebKB datasets results show that Washington
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datasets maintain the same homophiliy in both unweighted and generalized cases, while the
both Texas-cocite and Wisconsin-cocite show decline in the number of classes that exhibit
homophiliy in generalized cases by 17%.

As shown in table 5.4, some networked nodes in IMDb and Industry datasets have identi-
cal node’s traditional unweighted degree and strength (as all edges incident to a node are of
weights equal to 1). This finding leads nodes to have the same identical value for all degree
generalizations measures that rely on unweighted degree and strength: the C-degree, the o 0.5
degree and the o 1.5 degree (and consequently might have the same classification results when
passing different measures as additional features to different classifiers ).

Data Key IMDb Industry ‘WebKB
IMDb-all | Ind.-pr [ Ind.-yh | Texas-cocite [ Washington | Wiscon.-cocite
% of Nodes rdentical measures 9.16% 48.42% | 33.15% 0% | 0% | 0%

Table 5.4: Nodes of Identical Measures

5.2 Experimental Setup

We conducted several classification experiments using nLB classifier and based on the aggre-
gated network measures vectors: three generalizations (C-degree, « 0.5 degree, o 1.5 degree),
two traditional network measures (Node’s degree and Node’s strength), and two combinations
of network measures (C-degree with strength C'D&S and Degree with strength D&S).

We split each dataset using cross-validation into 10 folds, and then we run classification
experiments based on each network measure alone using the customized Network-Only Link-
Based Classifier with each of the tested WEKA classifiers (logistic regression and J48). The
final accuracy for each experiment is averaged over 10 for each measure as shown in logistic
regression results in Appendix B and in J48 results in Appendix C. We used the improvement
in the classification accuracy as an indicator of the efficiency of the additional information
provided by each network measure.

To compare quantitatively the informativeness of different degree generalizations with the
original unweighted degree measure and against other generalizations, and to increase the relia-
bility of our results, we split each dataset into 10 folds using cross-validation, then we compute
the means difference between pairs of network measures for each fold. Finally, we compute the
statistical significance T-tests for each pair using one WEKA classifier only at a time. To evalu-
ate the sensitivity of the collected classification results in this comparative methodology to the
used WEKA classifiers, we compute the statistical significance T-tests for pairs of classification
results based on each individual network measure using two WEKA classifiers on each involved
dataset.

5.3 Datasets Analysis

In this section, we present the analysis of the results of our comparative methodology to com-
pare quantitatively the informativness of each of the two-state-of-the-art generalizations of
unweighted degree measure using within-network classification on each involved dataset sepa-
rately, using logistic regression and J48 classifiers. For each involved dataset, we present the
results of comparing quantitatively network measures using the means difference of classifica-
tion accuracies and the statistical significance T-test of the paired measures. Moreover, we
evaluate the efficiency of combining more than one network measure as additional information
for data classification.
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5.3.1 Industry Datasets

Industry-pr Dataset

The results of the 21 pairs significance T-test that we apply on logistic regression classification
experiments’ results for Industry-pr are recorded as pairs of network measures in table 5.5,

while the J48 significance T-test results are recorded in table 5.6.

Pairs Paired Significance
Difference Test
(Mean) (2-tailed)

Pair 1 D - CD -6.442 .000
Pair 2 D-S -2.22 .000
Pair 3 D - CD&S -8.72 .000
Pair 4 D - D&S -2.15 .000
Pair 5 CD - S 4.25 .006
Pair 6 CD - CD&S -.2.23 133
Pair 7 CD - D&S 4.35 .002
Pair 8 S - CD&S -6.53 .000
Pair 9 S - D&S 0.05 921
Pair 10 CD&S -D&S 6.67 .000
Pair 11 a05-alb -0.55 .309
Pair 12 «0.5-D 1.81 .000
Pair 13 a0.5-S -0.41 .316
Pair 14 « 0.5 - CD -4.66 .003
Pair 15 a 0.5 - D&S -0.36 .443
Pair 16 a 0.5 - CD&S -6.94 .000
Pair 17 alb5-D 2.33 .000
Pair 18 alb-S 0.14 722
Pair 19 al1l.5-CD -4.11 .007
Pair 20 alb5- D&S 0.22 .686
Pair 21 alb5 - CD&S -6.45 .000

Table 5.5: Logistic Regression Significance T-test Results: Industry-pr

Pairs Paired Significance
Difference Test
(Mean) (2-tailed)

Pair 1 D - CD -10.23 .000
Pair 2 D-S 0.14 0.856
Pair 3 D - CD&S -11.79 .000
Pair 4 D - D&S 0.64 0.539
Pair 5 D-«a0.5 1.65 0.117
Pair 6 D-alb 0.55 0.576
Pair 7 CD - S 10.37 .000
Pair 8 CD - CD&S -1.55 0.38
Pair 9 CD - D&S 10.87 .000
Pair 10 CD - « 0.5 11.88 .000
Pair 11 CD-alb 10.78 .000
Pair 12 S - CD&S -11.92 .000
Pair 13 S - D&S 0.50 0.625
Pair 14 S-a0.5 1.51 0.12
Pair 15 S-alb 0.41 0.512
Pair 16 CD&S - D&S 12.43 .000
Pair 17 CD&S - « 0.5 13.43 0.000
Pair 18 CD&S - 1.5 12.34 .000
Pair 19 D&S - « 0.5 1.01 0.334
Pair 20 D&S - a 1.5 -0.09 0.946
Pair 21 a05-alb -1.10 0.303

Table 5.6: J48 Significance T-test Results: Industry-pr

From Industry-pr T-tests tables 5.5 and 5.6, we can see that classification accuracies based on
node’s continuous degree C-degree significantly outperforms almost all classification accuracies
based on the other network measures with significances varies from 0.0% to 0.7%, except the
classifications based on the combination of node’s C-degree and strength C'D&S using the two
classifiers.

From tables 5.5 and 5.6, we can see that combining node’s continuous degree C-degree with
node’s strength C D&S shows significant improvement in classification accuracies over all other
network measures with high significance of 0.0% for both logistic regression and J48 classifiers,
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except the C-degree disjointedly (as CD&S outperforms C-degree without significance). More-
over, CD&S shows on average the highest accuracies in experimental runs for both logistic and
J48 classifiers as shown in classification results tables C.6 and B.6.

It is worth noting that when using logistic regression the node’s degree D based classification
is outperformed by all other generalized network measures with a very high significance of 0.0%,
while the node’s strength S never show any significant improvement over any generalizations.
However, combining node’s strength with node’s degree in the D&S, the « 0.5 degree and
the o 1.5 degree shows significant improvement over the original unweighted degree D, while
the generalized o 1.5 degree shows significant improvement over the S too. These results
emphasis on complementing unweighted degree measure or generalized degree measures with
node’s strength for better patterns discovery.

Industry-yh Dataset

Pairs Paired Significance
Difference Test
(Mean) (2-tailed)

Pair 1 D - CD -7.73 .001
Pair 2 D-S -0.28 712
Pair 3 D - CD&S -7.90 .000
Pair 4 D - D&S -0.28 712
Pair 5 CD - S 7.40 .000
Pair 6 CD - CD&S -0.22 .852
Pair 7 CD - D&S 7.40 .000
Pair 8 S - CD&S -7.63 .000
Pair 10 CD&S -D&S 7.63 .000
Pair 12 a 0.5 - D 0.28 712
Pair 13 « 0.5 - CD -7.40 .000
Pair 15 a 0.5 - CD&S -7.63 .000
Pair 17 alb-D 0.28 712
Pair 18 «a 1.5 - CD -7.40 .000
Pair 20 al.5 - CD&S -7.63 .000

Table 5.7: Logistic Regression Significance T-test Results: Industry-yh

Pairs Paired Significance
Difference Test
(Mean) (2-tailed)

Pair 1 D-CD -2.51 0.089
Pair 2 D-S 2.61 0.041
Pair 3 D - CD&S -4.40 0.011
Pair 4 D - D&S 1.73 0.244
Pair 5 D-a0.5 2.56 0.022
Pair 6 D-alb 3.23 0.009
Pair 7 CD - S 5.12 0.002
Pair 8 CD - CD&S -1.89 0.256
Pair 9 CD - D&S 4.23 0.005
Pair 10 CD - « 0.5 5.06 0.002
Pair 11 CD-alb 5.74 0.003
Pair 12 S-CD&S -7.01 .000
Pair 13 S - D&S -0.89 0.489
Pair 14 S-a0.5 -0.06 0.939
Pair 15 S-alb 0.61 0.586
Pair 16 CD&S - D&S 6.13 0.002
Pair 17 CD&S - « 0.5 6.95 .000
Pair 18 CD&S - a1.5 7.63 .000
Pair 19 D&S - « 0.5 0.83 0.575
Pair 20 D&S - a1.5 1.50 0.215
Pair 21 a05-alb 0.67 0.43

Table 5.8: J48 Significance T-test Results: Industry-yh

From Industry-yh T-tests tables 5.7 and 5.8, we can see that classification accuracies based
on the node’s continuous degree C-degree in both logistic regression and J48 significantly out-
performs the node’s strength, the o 0.5 degree, the e 1.5 degree and the combination of node’s
degree and strength D&S ( with high significance of 0.0% when using logistic regression clas-
sifier and with significance between 0.0% and 0.3% when using J48). Moreover the node’s
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C-degree significantly outperforms the original unweighted degree D when using the logistic
regression classifier.

As happened in Industry-pr, it is clear that combining node’s C-degree with node’s strength
in CD&S shows no significant improvement over the C-degree based classifications, while the
CD&S significantly outperforms all other classification accuracies based on other network mea-
sures with high significance of 0.0% when using logistic regression classifier and with significance
between 0.0% and 0.2% when using J48. Both classification accuracies based on node’s C-degree
and based on the combination of node’s strength and C-degree outperforms the node’s degree
based classification accuracy with high significance of 0.0% as in table 5.7. Moreover, the node’s
degree shows on average the worst classification accuracies over all other network measures (see
the results of experimental runs using logistic regression in table B.7)

From logistic regression T-tests table 5.7, it is worth noting that six pairs are missing from
significance T-test results: pair 9 (node’s strength vs. degree with strength), pair 11 (node’s
@ 0.5 degree vs. « 1.5 degree), pair 14 (node’s a 0.5 degree wvs. strength), pair 16 (node’s
a 0.5 vs. degree with strength), pair 19 (node’s o 1.5 vs. degree with strength), and pair 21
(node’s « 1.5 ws. degree with strength). The reason behind that is the equal classification
accuracies results for these network measures (see the results of experimental runs table B.7).
This finding can emphasis on combining node’s degree and strength in generalized continuous
degree C-degree captures the focus of interaction between nodes much better than alpha degree
generalizations and combination of the original degree with strength D&S, where C-degree
outperforms all generalized network measures.

5.3.2 WebKB Datasets

Texas-cocite Dataset

Pairs Paired Significance
Difference Test
(Mean) (2-tailed)

Pair 1 D - CD 4.76 .026
Pair 2 D-S 3.54 .081
Pair 3 D - CD&S -1.53 484
Pair 4 D - D&S 3.55 .0294
Pair 5 CD - S -1.22 .588
Pair 6 CD - CD&S -6.32 .066
Pair 7 CD - D&S -1.21 .5380
Pair 8 S - CD&S -5.07 .063
Pair 9 S - D&S 0.01 .9966
Pair 10 CD&S - D&S 5.08 .0666
Pair 11 a0.5-D -0.60 744
Pair 12 a0.5-8S 2.00 175
Pair 13 a 0.5 - CD 4.29 .096
Pair 14 a 0.5 - CD&S -2.10 .337
Pair 15 a 0.5 - D&S .2.00 .0723
Pair 16 a0.5-alb 5.64 .040
Pair 17 alb-D -6.21 .019
Pair 18 alb-S -2.74 .225
Pair 19 al5-CD -1.53 .666
Pair 20 alb-CD&S -7.75 .037
Pair 21 alb- D&S -2.66 .2022

Table 5.9: Logistic Regression Significance T-test Results: Texas-cocite

From J48 T-tests table 5.10, we can see that the C-degree based classification accuracies sig-
nificantly outperform both the node’s strength and the « 1.5 degree, while it never outperform
any other measure significantly when using logistic regression.

On the one hand, the classification accuracies based on the combination of node’s strength
and node’s C-degree (CD&S) significantly outperform the classification accuracies based on
node’s a 1.5 degree in both logistic regression and J48 with significance of 3.7% and 0.1%
respectively, while it outperform node’s strength based accuracies with significance of 0.3% using
J48 classifier. Moreover the C'D&S shows improvement (without significance) on average over
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Pairs Paired Significance
Difference Test
(Mean) (2-tailed)

Pair 1 D - CD -0.20 0.935
Pair 2 D-S 10.40 0.006
Pair 3 D - CD&S -0.80 0.696
Pair 4 D - D&S -2.60 0.462
Pair 5 D-a0.5 3.60 0.294
Pair 6 D-alb 13.40 0.004
Pair 7 CD - S 10.60 0.001
Pair 8 CD - CD&S -0.60 0.808
Pair 9 CD - D&S -2.40 0.447
Pair 10 CD - a 0.5 3.80 0.162
Pair 11 CD-alb 13.60 .000
Pair 12 S-CD&S -11.20 0.003
Pair 13 S - D&S -13.0 0.005
Pair 14 S-a0.5 -6.80 0.01
Pair 15 S-alb 3.00 0.331
Pair 16 CD&S - D&S -1.80 0.572
Pair 17 CD&S - 0.5 4.40 0.176
Pair 18 CD&S - a1.5 14.20 0.001
Pair 19 D&S - a 0.5 6.20 0.047
Pair 20 D&S - a'1.5 16.00 0.002
Pair 21 a0.5-alb 9.80 0.009

Table 5.10: J48 Significance T-test Results: WebKB-Texas-cocite

each of the C-degree and strength disjointedly in both logistic and J48 classification experimental
runs as shown in tables B.1 and C.1.

On the other, combining node’s original degree with strength in D&S improves the classi-
fication based on the node’s strength to outperform the node’s a 0.5 degree, the node’s o 1.5
degree and the node’s strength using the J48 classifier, where the strength disjointedly never
outperform any other measure using any classifier, while the node’s degree outperforms the
a 1.5 degree using both logistic and J48 and outperforms strength using J48.

The node’s v 1.5 degree based classification shows on average the worst classification accura-
cies over all other network measures in both logistic and J48 classification experiments (see the
results of experimental runs in tables B.1 and C.1). Moreover, as shown in T-tests tables 5.10
and 5.9, the node’s degree and the a 0.5 degree outperform the a 1.5 degree with significance in
both logistic regression and J48 cases and the C-degree outperforms the @ 1.5 degree in logistic
regression only.

Washington-cocite Dataset

As clear from J48 T-tests table 5.12 , Washington-cocite dataset never show any significant
results for all T-tests on different network measures using Decision Trees. While when using
logistic regression, the nod’s C-degree is outperformed by all other network measures with
significances varying from 0.0% to 1.6% as shown in table 5.11. Moreover, from the results
of logistic regression experimental runs in table B.2, we can see that node’s continuous degree
C-degree based classification shows the worst classification accuracies on average over all other
accuracies.

In logistic regression classifications, the node’s degree based accuracies significantly out-
performs the nodes’ C-degree with 0.6%, while combining node’s strength with node’s degree
measure shows significant improvement of 0.2% in classification accuracies over the node’s C-
degree and over the a 1.5 degree with 3.8 %.

Washington-Link1l Dataset

From tables 5.13 and 5.14, we can see that node’s continuous degree C-degree based classification
significantly outperforms classifications based on the node’s strength, the « 0.5 degree and
the a 1.5 degree using both logistic regression and J48, while the C-degree also significantly
outperforms the node’s original degree in logistic regression only. Both node’s original degree
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Pairs Paired Significance
Difference Test
(Mean) (2-tailed)

Pair 1 D - CD 9.01 .006
Pair 2 D-S -0.45 .839
Pair 3 D - CD&S 0.47 .834
Pair 4 D - D&S -0.42 .887
Pair 5 CD - S -9.46 .001
Pair 6 CD - CD&S -8.55 .016
Pair 7 CD - D&S -9.43 .002
Pair 8 S - CD&S 0.91 .645
Pair 9 S - D&S 0.03 .987
Pair 10 CD&S - D&S -0.88 .738
Pair 11 a05-alb 3.45 .083
Pair 12 « 0.5-D -0.51 .839
Pair 13 a0.5-S -0.94 .568
Pair 14 a 0.5 - CD 8.52 .000
Pair 15 a 0.5 - CD&S -0.03 .992
Pair 16 a 0.5 - D&S -0.91 718
Pair 17 alb-D -3.94 .140
Pair 18 alb-S -4.47 .020
Pair 19 a 1.5 - CD 5.07 .009
Pair 20 alb-CD&S -3.53 .161
Pair 21 alb- D&S -4.40 .038

Table 5.11: Logistic Regression Significance T-test Results: Washington-cocite

Pairs Paired Significance
Difference Test
(Mean) (2-tailed)

Pair 1 D - CD 2.12 0.448
Pair 2 D-S 3.43 0.118
Pair 3 D - CD&S 4.12 0.153
Pair 4 D - D&S 1.131 0.747
Pair 5 D-a0.5 0.43 0.834
Pair 6 D-alb 3.57 0.238
Pair 7 CD - S 1.31 0.696
Pair 8 CD - CD&S 2.00 0.596
Pair 9 CD - D&S -0.99 0.807
Pair 10 CD - «a0.5 -1.71 0.649
Pair 11 CD-alb 1.34 0.649
Pair 12 S - CD&S 0.72 0.743
Pair 13 S - D&S -2.3 0.354
Pair 14 S-a0.5 -3.00 0.109
Pair 15 S-alb 0.026 0.99
Pair 16 CD&S - D&S -2.992 0.387
Pair 17 CD&S - « 0.5 -3.75 0.134
Pair 18 CD&S - 1.5 -0.66 0.762
Pair 19 D&S - a 0.5 -0.70 0.775
Pair 20 D&S - a 1.5 2.33 0.339
Pair 21 a05-albd 3.03 0.166

Table 5.12: J48 Significance T-test Results: WebKB-Washington-cocite

and node’s strength shows no any significant improvement in classification accuracies over
generalized network measures using both logistic regression and J48 classifiers.

On the one hand, combining node’s strength with continuous degree C-degree C D&S, shows
significant improvement over the original degree, the o 0.5 degree and the « 1.5 degree in both
logistic regression and J48 classifications, while the CD&S also significantly outperforms the
node’s strength in logistic regression classification only. Moreover in J48, the classification
accuracies based on CD&S significantly outperforms the classification accuracies based on the
combination of node’s original degree and strength D& S with significance of 3.6%.

On the other hand, combining node’s strength with node’s degree D&S, shows significant
improvement over the node’s degree, the strength, the « 0.5 degree and the « 1.5 degree in
logistic regression classifications, while it shows no any significant improvement over other
measures in case of J48 classification.
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Pairs Paired Significance
Difference Test
(Mean) (2-tailed)

Pair 1 D-CD -5.35 .149
Pair 2 D-S 2.79 .406
Pair 3 D - CD&S -6.01 .029
Pair 4 D - D&S -13.39 .0050
Pair 5 CD - S 7.94 .008
Pair 6 CD - CD&S -0.73 .822
Pair 7 CD - D&S -7.98 .0585
Pair 8 S-CD&S -8.64 .015
Pair 9 S - D&S -15.84 .0057
Pair 10 CD&S - D&S -7.35 .0590
Pair 11 a 0.5 -D -2.85 .182
Pair 12 a 0.5 -5 -0.21 .945
Pair 13 a 0.5 - CD -8.10 .007
Pair 14 a 0.5 - D&S -16.14 .0004
Pair 15 a 0.5 - CD&S -8.89 .013
Pair 16 a0.5-alb 1.28 .607
Pair 17 alb-D -3.93 .186
Pair 18 alb-S -1.36 .748
Pair 19 a 1.5 - CD -9.22 .030
Pair 20 alb- CD&S -9.95 .024
Pair 21 alb- D&S -17.20 .0009

Table 5.13: Logistic Regression Significance T-test Results: Washington-link

Pairs Paired Significance
Difference Test
(Mean) (2-tailed)
Pair 1 D - CD -12.43 0.001
Pair 2 D-S -0.95 0.769
Pair 3 D - CD&S -9.44 0.005
Pair 4 D - D&S -1.09 0.715
Pair 5 D-a0.5 0.01 0.996
Pair 6 D-alb -0.01 0.997
Pair 7 CD - S 11.48 0.01
Pair 8 CD - CD&S 2.99 0.363
Pair 9 CD - D&S 11.34 0
Pair 10 CD - 0.5 12.44 0.002
Pair 11 CD-alb 12.42 0.004
Pair 12 S-CD&S -8.49 0.07
Pair 13 S - D&S -0.14 0.976
Pair 14 S-a0.5 0.96 0.749
Pair 15 S-alb 0.94 0.694
Pair 16 CD&S - D&S 8.35 0.036
Pair 17 CD&S - a 0.5 9.45 0.019
Pair 18 CD&S - a1.5 9.43 0.008
Pair 19 D&S - a 0.5 1.10 0.719
Pair 20 D&S - a 1.5 1.08 0.804
Pair 21 a05-albd -0.02 0.995

Table 5.14: J48 Significance T-test Results: WebKB-Washington-link

Wisconsin-cocite Dataset

From tables 5.15 and 5.16,we can see that node’s continuous degree C-degree shows no any
significant improvement over any other network measures for both logistic regression and J48,
while combining node’s strength with node’s C-degree leads to significant improvement over the
a 1.5 degree using both logistic regression and J48.

The classification accuracies based on the node’s degree significantly outperforms the clas-
sification accuracies based on the node’s continuous degree C-degree and based on the « 1.5
degree with high significances ranging from 0.1% and 0.4% for both logistic and J48 classifiers,
whereas combining node’s strength with node’s degree D& S, shows significant improvement
over the node’s C-degree, the strength and the a 1.5 degree in J48 classification, while it shows
no any significant improvement over other measures in case of logistic regression classification.
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Pairs Paired Significance
Difference Test
(Mean) (2-tailed)
Pair 1 D -CD 6.98 .002
Pair 2 D-S 3.47 .090
Pair 3 D - CD&S 2.02 572
Pair 4 D - D&S 3.65 .0977
Pair 5 CD - S -3.51 .099
Pair 6 CD - CD&S -4.92 .158
Pair 7 CD&S - D&S 1.63 .6419
Pair 8 S - CD&S -1.41 578
Pair 9 S - D&S 0.34 19107
Pair 10 CD - D&S -3.22 2337
Pair 11 a 0.5 -D -1.41 .245
Pair 12 « 0.5 - CD .5.56 .009
Pair 13 a0.5-S 1.98 .189
Pair 14 a 0.5 - CD&S 0.60 .830
Pair 15 a 0.5 - D&S 2.24 .2651
Pair 16 a0.5-alb 7.97 .002
Pair 17 alb-D -9.49 .001
Pair 18 a 1.5 - CD -2.52 .225
Pair 19 alb-S -5.99 .011
Pair 20 alb-CD&S -7.43 .009
Pair 21 alb- D&S -5.74 .0524
Table 5.15: Logistic Regression Significance T-test Results: Wisconsin-cocite
Pairs Paired Significance
Difference Test
(Mean) (2-tailed)

Pair 1 D - CD 4.84 0.041
Pair 2 D-8S 5.95 0.016
Pair 3 D - CD&S 2.66 0.24
Pair 4 D - D&S 1.13 0.66
Pair 5 D-a0.5 3.79 0.212
Pair 6 D-alb 5.41 0.014
Pair 7 CD - S 1.11 0.666
Pair 8 CD - CD&S -2.36 0.182
Pair 9 CD - D&S -3.71 0.081
Pair 10 CD - «a0.5 -1.23 0.676
Pair 11 CD-alb 0.54 0.756
Pair 12 S - CD&S -3.47 0.098
Pair 13 S - D&S -4.83 0.025
Pair 14 S-«a0.5 -02.34 0.367
Pair 15 S-alb -0.61 0.735
Pair 16 CD&S - D&S -1.43 0.36
Pair 17 CD&S - « 0.5 1.10 0.553
Pair 18 CD&S - a1.5 2.83 0.053
Pair 19 D&S - a 0.5 2.53 0.175
Pair 20 D&S - alb 4.34 0.009
Pair 21 a05-albd 1.72 0.476

Table 5.16: J48 Significance T-test Results: WebKB-Wisconsin-cocite

5.3.3 IMDb-all Dataset

IMDb-all dataset shows no any significant results for all T-tests on all network measures using
both logistic regression and J48 classifiers (see tables 5.17 and 5.18). This may be due to
the nature of the IMDb network, the way of creating links between movies in this datasets
or the small space for improvement in accuracies due to high base accuracy (0.66) and high
classification accuracies for this dataset (ranging from 60% up to 78.47%) as will be discussed
in section 5.4.

From table 5.17, it is worth noting that pair 6 (node’s strength vs. node’s degree with
strength) is missing from logistic regression significance test, as combining node’s strength and
node’s original degree in (D&S) leads on average to equal classification accuracy results (see
the results of experimental runs in tables B.5 and C.5).
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Pairs Paired Significance
Difference Test
(Mean) (2-tailed)

Pair 1 D - CD 0.63 739
Pair 2 D-S 2.01 .343
Pair 3 D - CD&S 0.63 .739
Pair 4 D - D&S 1.81 .262
Pair 5 CD - S 1.34 495
Pair 7 CD - D&S 1.22 .594
Pair 8 S-CD&S -1.38 .495
Pair 9 S - D&S -0.21 .843
Pair 10 CD&S - D&S 1.18 .594
Pair 11 a0.5-D -0.38 .876
Pair 12 « 0.5 - CD 0.35 .874
Pair 13 a 0.5 -5 1.73 511
Pair 14 a 0.5 - CD&S 0.35 874
Pair 15 a 0.5 - D&S 1.53 A74
Pair 16 a05-alb 3.10 .244
Pair 17 alb-D -3.33 124
Pair 18 a 1.5 - CD -2.71 .239
Pair 19 alb-S -1.32 .295
Pair 20 alb5 - CD&S -2.71 .239
Pair 21 al.b - D&S -1.53 .248

Table 5.17: Logistic Regression Significance T-test Results: IMDb-all

Pairs Paired Significance
Difference Test
(Mean) (2-tailed)

Pair 1 D - CD 0.76 0.691
Pair 2 D-S -0.69 0.751
Pair 3 D - CD&S 1.67 0.431
Pair 4 D - D&S -0.97 0.632
Pair 5 D-a0.5 -1.40 0.362
Pair 6 D-alb -0.49 0.829
Pair 7 CD-S -1.46 0.466
Pair 8 CD - CD&S 0.90 0.655
Pair 9 CD - D&S -1.74 0.251
Pair 10 CD - «0.5 -2.23 0.355
Pair 11 CD-alb -1.25 0.479
Pair 12 S-CD&S 2.41 0.281
Pair 13 S - D&S -0.30 0.783
Pair 14 S-a0.5 -0.74 0.697
Pair 15 S-alb 0.21 0.93
Pair 16 CD&S - D&S -2.64 0.254
Pair 17 CD&S - « 0.5 -3.16 0.072
Pair 18 CD&S - 1.5 -2.23 0.356
Pair 19 D&S - a 0.5 -0.42 0.823
Pair 20 D&S - a1.5 0.48 0.782
Pair 21 a05-alb 0.90 0.663

Table 5.18: J48 Significance T-test Results: IMDb

5.4 Discussion of Research Questions

In this section, we discuss how our analysis of the results collected from our comparative
methodology answers the research questions we raised in Chapter 1.

Table 5.19 summarizes the average difference (mean) in classification accuracies between
pairs of network measures on 7 datasets using the logistic regression classifier, while table 5.20
shows similar differences but using the decision tree (J48) classifier. A dash appears in a table
cell refers to insignificant average difference between a pair of network measures for a particular
dataset over 10 folds, while a numerical value in a table cell represents the significant average
difference between a pair of network measures.

Given a generalization of an unweighted network measure, does the generalization
provide more information than the original unweighted measure?

Referring to logistic regression results in table 5.19, we notice that neither the C-degree nor
the a-degree results show consistent higher accuracy against the unweighted degree measure,
where we use the improvement in the classification accuracy as an indication of the additional
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Measures Pairs IMDb Industry ‘WebKB
IMDb-all Ind.-pr | Ind.-yh | Texas-cocite | Washing.-cocite | Washing.-link | Wiscon.-cocite

D-S - -2.2% - - - - -
CD - D - 6.4% 7.7% -4.8% -9.0% - -6.9%
«a 0.5-D - 1.8% - - - - -
alb5-D - 2.3% - -6.2% - - -9.4%
CD - S - 4.2% 7.4% - -9.5% 7.9% -
a0.5-8 - - - - - - -
alb-S - - - - -4.4% - -6.6%
CD - «a0.5 - 4.7% 7.4% - -8.5% 8.1% -5.5%
CD-alb - - 7.4% - -5.1% 9.2% -
a05-alb - - - 5.6% - - -
CD&S -D - 8.7% 7.9% - - 6.0% -
CD&S -S - 6.5% 7.6% - - 8.6% -
CD&S -D&S - 6.6% 7.6% - - - -
CD&S - « 0.5 - 6.9% 7.6% - - 8.8% -
CD&S - 1.5 - 6.4% 7.6% 7.7% - 9.9% 7.4%

Table 5.19: Logistic Regression: Significance Test Results

Measures Pairs IMDb Industry WebKB
IMDb-all Ind.-pr | Ind.-yh | Texas-cocite | Washing.-cocite | Washing.-link | Wiscon.-cocite

D-S - - 2.6% 10.4% - - 6.0%
CD - D - 10.2% - - - 12.4% -4.8%
a 0.5-D - - -2.6% - - - -
al5-D - - -3.2% -13.4% - - -5.4%
CD - S - 10.4% 5.1% 10.6% - 11.5% -
a0.5-8 - - - -6.8% - - -
alb-S - - - - - - -
CD - a0.5 - 5.1% 11.9% - - 12.4% -
CD-alb - 5.7% 10.8% 13.6% - 12.4% -
a05-alb - - - 9.8% - - -
CD&S -D - 11.8% 4.4% - - 9.4% -
CD&S -S - 11.9% 7.0% 11.2% - 8.5% -
CD&S -D&S - 12.4% 6.1% - - 8.4% -
CD&S - « 0.5 - 7.0% 13.4% - - 9.5% -
CD&S - alb - 7.6% 12.3% 14.2% - 9.4% -

Table 5.20: J48: Significance Test Results

information provided by the generalization. This can be clearly noticed from the mixed neg-
ative and positive differences shown in the pairs: CD — D, « 0.5 — D and « 1.5 — D.
The J48 classifier in table 5.20 shows similar results, but with great advantage to the C-degree
generalization measure. The C-degree clearly outperforms the traditional strength measure.
Surprisingly, the a-degree generalization (for both a = 0.5 and « = 1.5) shows worse perfor-
mance than the traditional unweighted degree and strength for both logistic and J48 classifiers,
except in Industry-pr dataset where the both «-degree s outperform the unweighted degree
using logistic regression (yet with small difference in accuracy of 1.8% to 2.2%). This finding
raises a question regarding the usefulness of this generalization which depends mainly on the
tuning parameter o to mix both the unweighted degree and the strength, unlike the C-degree
generalization which depends on the value of each edge weight. Moreover, we observe that the
unweighted degree can still be more informative than generalized network measures, based on
the type of dataset involved and the used classifier. This observation explains the reason behind
the common use of unweighted degree in analyzing networks.

To link between classes homophily in table 5.3 and the classification results, we find that in
WebKB datasets, both Texas and Wisconsin experience a drop in the homophily when moving
from the unweighted to the generalized measures based on effective cardinality. Accordingly, the
node’s unweighted degree shows significant performance over the generalized degree C-degree
using logistic regression for both Texas and Wisconsin datasets and using the J48 as well for
Wisconsin only.

Given two generalizations, does one of the generalizations dominate the other gen-
eralization in terms of the information it provide? Is this consistent across different

datasets?
On the one hand, logistic regression results in table 5.19 show that there is no consistent
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performance for any of the two generalizations, the C-degree and the a-degree, over all datasets
using logistic regression. This can be seen again from mixed negative and positive differences
in the pairs: CD — « 0.5, CD — « 1.5. On the other, J48 classifier results in table 5.20
show clearer advantage to the C-degree as it outperforms the a-degree (for both o = 0.5 and
a=1.5).

Overall, we notice that the C-degree outperforms the a-degree, if we choose the best classi-
fier. From logistic regression and J48 tables we can tell that the C-degree generalization shows
better performance than the a-degree generalization, as it outperforms the « 0.5 degree in the
two Industry datasets (Industry-pr and Industry-yh) and Washington-link using both logistic
regression and J48 compared to « 0.5 degree outperforms the C-degree in Washington-cocite
and Wisconsin-cocite only using logistic regression. Moreover, the C-degree generalization out-
performs the a 1.5 in four datasets compared to « 1.5 outperforms the C-degree in Washington-
cocite dataset only.

The comparison between « 0.5 and « 1.5 degrees shows no significant differences using both
logistic regression and J48 classifiers, except for Texas where the a 0.5 degree outperforms the
a 1.5 degree using the two classifiers.

It is worth noting that the classification accuracies when passing both the C-degree and
the strength as node features (C-degree complemented with strength in C'D&S) show consis-
tent higher performance than all examined measures: «-degree , the traditional unweighted
degree, the strength and even the complemented unweighted degree with strength D&S' (see
the corresponding rows at the end of both logistic regression and J48 tables)

Does the effectiveness of a generalization depends on the type of the dataset (the
network) involved?

Results in tables 5.19 and 5.20, emphasize that the type of the dataset involved affects the
effectiveness of generalizations. For example, the C-degree provides more information than the
traditional strength and the a 0.5 degree in the two Industry datasets and Washington-link
dataset using logistic and J48, while other WebKB datasets show inconsistent C-degree results.
Moreover, the C-degree outperforms the a-degree in both Industry-yh and Washington-link
using logistic and J48 classifiers. The « 0.5 degree outperforms the a 1.5 degree in Texas
dataset using logistic and J48 classifier, while the situation doesn’t hold for and other dataset.
Moreover, the a 1.5 degree maintains lower performance than the traditional unweighted degree
inTexas and Wisconsin only, using logistic and J48.

Overall, the Industry domain exhibits more consistency in results, using the two Weka
classifiers, than the WebKB except the Washington-link (WebKB results are mixed between
negative and positive). The IMDb dataset has no effect on the effectiveness of different network
measures as it maintains the same statistically insignificant results for both logistic regression
and J48 classifier. Adding to that, no any clear link between the behavior (results) of any dataset
and its statistics (gathered in tables 5.2 and 5.1), specially for the percentages of weighted and
unweighted links in each dataset.

Notably, three main factors may affect the dataset behavior: the way in which the dataset’s
nodes are connected (type of relationship between nodes), the method of assigning weights to
connections between nodes (relation strength and interaction focus) and the base accuracy for
the involved dataset (base accuracy controls the available space for improvement in classification
accuracies while passing different features).

The inconsistency in WebKB datasets behavior reflects the insignificant effect of edge
weights. This may be due to the method of assigning weights to co-citation between web
pages (link weight has no clear representation of relationship between pages). The weight of
link between two web-pages P, and P, equal to the multiplication of the total number of hyper-
links from P, to P, and the total number of links from P, to P, [17]. In contrast, the industrial
domain shows more consistency in results compared to WebKB. Where in companies network,
the method of establishing links between two companies and assigning weights to links shows
clearer representation of relationship between nodes than what found in other domains. A link
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between two industrial companies is placed if they appeared together in a news story or a press
release and the weight of a link represents the number of times such co-occurrences found in the
complete corpus [17]. Furthermore as seen from table 5.3, companies in Industry dataset have
the clearest clustering tendency in both cases of unweighted and generalized features. Moreover,
the low base accuracy for Industry datasets (around 28%) lead to wider space for improvement
when passing different measures to different classifiers.

After we study the effect of the type of dataset (the network) involved on the efficiency
of generalizations, it is worth noting to study the effect of the type of the used classifiers on
generated results. Table 5.21 below summarizes the differences in the average classification
accuracy between pairs of results using J48 classifier and logistic regression classifier (LR)
for each individual network measure on each individual involved dataset (only statistically
significant differences are shown).

Measures Pairs IMDb Industry ‘WebKB
IMDb-all | Ind.-pr Ind.-yh | Texas-cocite | Washing.-cocite | Washing.-link | Wiscon.-cocite

D.J48 - D.LR - 1.8% - 10.7% - - 3.4%
CD.J48 - CD.LR - 5.6% -5.7% 15.7% 8.7% - 5.4%
S.J48 - S.LR - - -3.4% - - - -
CD&S.J48 - CD&S.LR - 4.8% -4.1% 10.0% - - -
D&S.J48 - D&S.LR - - -2.6% 16.9% - -12.8% -

a 0.5D .J48 - « 0.5 D.LR - - -3.4% 7.7% - - -
al5D .J48 - a 1.5 D .LR - - -4.1% - - - 7.4%

Table 5.21: J48-logistic regression: Significance Test Results

From results in table 5.21, we conclude that the performance of any classifier depends on the
dataset involved rather than the specific network measures. For example, in all WebKB cocite
networks (Texas, Washington, Wisconsin), the J48 classifier adds advantage to the C-degree
performance over the logistic regression classifier. The IMDb dataset shows insignificant differ-
ences between J48 and logistic regression results for all examined pairs of network measures,
where it maintains to show statistically insignificant results for all paired measures using either
J48 or logistic regression (see tables 5.19 and 5.20). Overall, it is clear that the decision tree
classifier J48 outperforms the logistic regression in all examined network measures, except for
the Industry-yh and the Washington-link.
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Chapter 6

Conclusion

Motivated by the fact that generalizations comparison up until now relied primarily on visual
inspection of different plots and informal articulation on how a particular generalization is more
informative than the original unweighted measure, in this thesis we have provided an automated
comparative methodology for comparing quantitatively two state-of-the-art generalizations of
unweighted degree measures, the C-degree and the a-degree. We have surveyed most recent
researchers’ attempts to generalize unweighted network measures. We have developed new
software components to compare between these generalizations based on classification accura-
cies, the main indicator of the amount of the additional information provided generalizations.
We then conducted an extensive experimental evaluation of the effectiveness of the C-degree
and the a-degree generalizations, when quantitatively compared to each other and against the
traditional unweighted degree and strength measures. Also, we have a detailed evaluation of
the effect of the type of the dataset involved and the used classifiers on the effectiveness of
generalizations. We have utilized a very useful modular network learning toolkit (NetKit-SRL)
to get the advantages of the use of common platform which enabled us to compare classifica-
tions based on different generalizations and traditional network measures on equal footing using
node-centric learning framework.

Our results show that the decision tree classifier generally outperforms the logistic regression
classifier. Our evaluation of each degree generalization individually show that neither the
C-degree nor the a-degree has consistence performance over the other generalization or the
unweighted degree measure over all datasets using different classifiers. However, the C-degree
generalization outperforms the a-degree in overall in more datasets than the a-degree does, if
we choose the best classifier. This finding may be due to the reliance of a-degree generalization
on the tuning parameter o without clear stated setup guidelines or effect of edge weights,
unlike the C-degree methodology which is parameterless and depends on the value of each edge
weight. Notably, the joint use of nodes C-degree with strength records consistent improvement
in efficiency over the a-degrees, the traditional unweighted degree and the strength measures.
However, whether the joint use of the C-degree and the node’s strength is considered as an
important combination of measures and to what extent it will effectively improve classifications
and complex networks mining, remains an open research question.

As a future work, we are interested in extending our comparative methodology to evaluate
other generalization methodologies (such as the ensemble approach [2]) as well as other un-
weighted network measures (such as the clustering cooffecient). This suggests more studies to
be performed to compare different generalizations, but with very careful selection of datasets
or by examining these measures on small world networks to have more clear results. We have
a strong belief based on solid theoretical proofs and calculations that the generalizations based
on effective cardinality such as the C-degree can dominate other generalized measures if applied
to networks with weights disparity. Therefore, further comparisons and evaluation studies will
be of great importance in complex networks mining researches.
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Appendix A

Implementation

Before starting the implementation of our methodology, we spent a lot of time to get familiar
with the NetKit-SRL! software (modules structure) in order to know where to implement the
different network measures functions, and how to construct classifiers and generate classification
results. The modularity of the toolkit and the plug and play architecture eases our job of
introducing new java components and customizing the configurations.

A.1 Aggregators

To accommodate our goal of evaluating different generalizations, we implement five aggregators
to compute the addressed network measures: C-degree, o 1.5 degree, a 0.5 degree, node’s degree
and node’s strength (as shown in table A.1), where the original NetKit offers seven properties
aggregation components (aggregators): count, exist, max, mean, min, mode and ratio.

Feature Vector
Node’s C-degree
Node’s a 0.5 Degree
Node’s a 1.5 Degree
Node’s Degree
Node’s Strength

Aggregator
NodeCdegree(Attribute, Value)
NodeAlphaDegree(Attribute, Value)
NodeAlpha_Degree(Attribute, Value)
NodeDegree(Attribute, Value)
NodeStrength(Attribute, Value)

Table A.1: Newly Implemented Network Measures Aggregators

We add the newly implemented java aggregators under aggregators package
\src\netkit\classifiers\aggregators

We use each of the newly implemented aggregators to construct two new Network-Only Link-Based
classifiers, one with Logistic regression classifier and the other with J84 classifier (as shown in tables
A2 and A.3).

Classifier Name

Feature Vector

nolb-Ir-nodecdegree

Node’s C-degree

nolb-Ir-nodealpha0.5

Node’s a 0.5 degree

nolb-Ir-nodealphal.5

Node’s a 1.5 degree

nolb-lr-nodedegree

Node’s Degree

nolb-lr-nodestrength

Node’s Strength

Table A.2: Constructed Network-only Link-Based relational classifier with Logistic

To study the effect of combining more than one network measure for data classification, we can
override the configuration of any of the constructed classifiers to accept more than one aggregators
using the command-line option (-aggregators aggregatorl,aggregator2). For example, to create a vector

INetKit-SRL User guide is available at http://www-bcf.usc.edu/ macskass/NetKit.html
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Classifier Name

Feature Vector

nolb-j48-nodecdegree

Node’s C-degree

nolb-j48-nodealpha0.5

Node’s a 0.5 degree

nolb-j48-nodealphal.5

Node’s o 1.5 degree

nolb-j48-nodedegree

Node’s Degree

nolb-j48-nodestrength

Node’s Strength

Table A.3: Constructed Network-only Link-Based relational classifier with J48

of combined node’s C-degree and strength measures we use the option
-aggregators Node-Cdegree, Node-Strength.

In addition, we implement more five aggregators that are not reported in this thesis and can be
used in future studies such as node’s clustering coefficient, node’s continuous clustering coefficient (see
table A.4).Moreover we add other WEKA classifier such as SMO and IBK but results are not reported
here in this thesis.

Feature Vector

Class’s C-degree

Class’s Clustering Coeflicient

Class’s Continious Clustering Coefficient
Class’s Degree

Class’s Strength

Aggregator

ClassCdegree(Attribute, Value)
ClassClusteringCoeff(Attribute, Value)
ClassCClusteringCoeff(Attribute, Value)
ClassDegree(Attribute, Value)
ClassStrength(Attribute, Value)

Table A.4: Other Implemented Network Measures Aggregators

A.2 Aggregators and Classifiers Configurations

To get new components working, we should configure them in terms of name, class and attributes setup,
where Netkit-SRL has nine configuration files. To customize Netkit-SRL we edit the configuration files
for both aggregators and relational classifiers.

We define the new aggregators of network measures in aggregators properties file (\lib\aggregator.properties)
as shown in table A.5.

% Node’s C-degree: NodeCdegree(Attribute, Value)
NodeCdegree.class=netkit.classifiers.aggregators.NodeCdegree
NodeCdegree.accept=CATEGORICAL,DISCRETE

% Node’s a 0.5 Degree: NodeAlphaDegree(Attribute, Value)
NodeAlphaDegree.class=netkit.classifiers.aggregators.NodeAlphaDegree
NodeAlphaDegree.accept=CATEGORICAL,DISCRETE

% Node’s a 1.5 Degree: NodeAlpha_Degree(Attribute, Value)
NodeAlpha_Degree.class=netkit.classifiers.aggregators.NodeAlpha_Degree
NodeAlpha_Degree.accept=CATEGORICAL,DISCRETE

% Node’s Degree: NodeDegree(Attribute, Value)
NodeDegree.class=netkit.classifiers.aggregators.NodeDegree
NodeDegree.accept=CATEGORICAL,DISCRETE

% Node’s Strength: Node-Strength(Attribute, Value)
NodeStrength.class=netkit.classifiers.aggregators.NodeStrength
NodeStrength.accept=CATEGORICAL,DISCRETE

Table A.5: Newly Implemented Aggregators Configuration

We customize, name and define, the constructed relational classifier in relational classifier properties
file (\lib\rclassifier.properties) (as sample seen in table A.G6).
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% nLB Classifier: Node’s C-degree with Logistic regression
nolb-lr-nodecdegree.class=netkit.classifiers.relational. Network Weka
nolb-Ir-nodecdegree.classifier=logistic
nolb-lr-nodecdegree.useintrinsic=false

nolb-Ir- nodecdegree.aggregators=Node-Cdegree
nolb-lr-nodecdegree.aggregation=ClassOnly

% nLB Classifier: Node’s C-degree with J48
nolb-j48-nodecdegree.class=netkit.classifiers.relational. Network Weka
nolb-j48-nodecdegree.classifier=j48
nolb-j48-nodecdegree.useintrinsic=rfalse
nolb-j48-nodecdegree.aggregators=Node-Cdegree
nolb-j48-nodecdegree.aggregation=ClassOnly

Table A.6: Sample of Network-only Link-Base Classifier Configurations
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Appendix B

Classification Experiments Runs
Using Logistic Regression

RUN D CD S CD&:S D&S a 0.5 Degree a 1.5 Degree
1 0.5455 | 0.4242 | 0.4848 0.6364 0.5152 0.5758 0.5152
2 0.5588 | 0.5294 | 0.5294 0.5294 0.5882 0.5588 0.5588
3 0.5588 0.5000 0.5294 0.6176 0.5882 0.6471 0.5588
4 0.6471 | 0.6471 | 0.5588 0.7059 0.5882 0.6176 0.4412
5 0.6471 | 0.5882 | 0.5000 0.5588 0.5882 0.6176 0.5294
6 0.5758 | 0.5588 | 0.6061 0.6970 0.54545 0.6061 0.4848
7 0.6176 | 0.5152 | 0.6471 0.6176 0.5294 0.6176 0.6176
8 0.6471 | 0.5294 | 0.5882 0.6471 0.5882 0.5294 0.6176
9 0.6176 | 0.5882 | 0.5882 0.6176 0.5294 0.5882 0.5000
10 0.6176 | 0.6765 | 0.6471 0.5588 0.6177 0.6176 0.5882
Final Accuracy | 0.6033 | 0.5557 | 0.5679 0.6186 0.5976 0.5412 0.5678

Table B.1: Logistic Regression Classifier: WebKB-Texas-cocite Classification Experiments Runs

RUN D CD S CD&:S D&S « 0.5 Degree « 1.5 Degree
1 0.6744 | 0.5814 | 0.6744 0.6977 0.7209 0.6279 0.6279
2 0.6744 | 0.5116 | 0.6512 0.6977 0.6744 0.5581 0.6279
3 0.5455 | 0.6047 | 0.5909 0.5909 0.6364 0.6591 0.6136
4 0.6279 | 0.5227 | 0.6977 0.7209 0.6047 0.6977 0.6047
5 0.6591 | 0.5000 | 0.6364 0.6818 0.6591 0.6136 0.5227
6 0.5349 | 0.5581 | 0.6512 0.5814 0.6744 0.6047 0.6279
7 0.7209 0.5349 0.6512 0.6977 0.6279 0.6512 0.6512
8 0.5682 | 0.5000 | 0.6136 0.5000 0.6591 0.6136 0.5682
9 0.6977 | 0.6047 | 0.6977 0.6047 0.6512 0.6744 0.5814
10 0.6977 | 0.5814 | 0.5814 0.5814 0.5349 0.6512 0.5814
Final Accuracy | 0.6400 | 0.5499 | 0.6445 0.6354 0.6351 0.6007 0.6443

Table B.2: Logistic Regression Classifier: WebKB-Washington-cocite Classification Experi-
ments Runs

RUN D CD S CD&:S D&S « 0.5 Degree a 1.5 Degree
1 0.4884 | 0.4884 | 0.5116 0.5581 0.7429 0.4419 0.4186
2 0.4884 | 0.4186 | 0.3488 0.5349 0.6286 0.4419 0.5814
3 0.5000 | 0.5682 | 0.5000 0.5682 0.6388 0.4545 0.4318
4 0.4884 | 0.5581 | 0.3953 0.4186 0.6571 0.4884 0.4651
5 0.5455 | 0.6136 | 0.5682 0.5000 0.5277 0.5682 0.5682
6 0.3953 | 0.6279 | 0.4186 0.5581 0.6857 0.4651 0.4884
7 0.5116 | 0.4651 | 0.3488 0.5814 0.6857 0.4884 0.3953
8 0.4545 | 0.5909 | 0.4773 0.5682 0.6111 0.4091 0.4091
9 0.4884 | 0.6512 | 0.6279 0.6279 0.6 0.4884 0.3721
10 0.6047 0.5116 0.5116 0.6512 0.5143 0.4419 0.4419
Final Accuracy | 0.4965 | 0.5494 | 0.4708 0.5567 0.4688 0.4571 0.6292

Table B.3: Logistic Regression Classifier: WebKB-Washington-Link Classification Experiments
Runs
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RUN D CD S CD&S D&S a 0.5 Degree a 1.5 Degree
1 0.7429 | 0.6286 | 0.7143 0.6000 0.7429 0.7143 0.6286
2 0.6286 | 0.5429 | 0.6000 0.6857 0.6286 0.6286 0.5714
3 0.6667 | 0.5556 | 0.6389 0.7778 0.6388 0.6944 0.6389
4 0.6857 | 0.5714 | 0.5429 0.4857 0.6571 0.6000 0.4857
5 0.6667 0.6286 0.6667 0.6944 0.5277 0.6111 0.6389
6 0.6286 | 0.6600 | 0.6857 0.7429 0.6857 0.6571 0.6000
7 0.6571 0.6000 | 0.6571 0.7143 0.6857 0.6571 0.5714
8 0.6667 | 0.5833 | 0.5833 0.5833 0.6111 0.6389 0.5833
9 0.6857 | 0.5714 | 0.6857 0.6286 0.6 0.6857 0.4857
10 0.6286 | 0.6286 | 0.5429 0.5429 0.5143 0.6286 0.5143
Final Accuracy | 0.6657 | 0.5970 | 0.6317 0.6455 0.6516 0.5718 0.6292

Table B.4: Logistic Regression Classifier: WebKB-Wisconsin-cocite Classification Experiments
Runs

RUN D CD S CD&:S D&S « 0.5 Degree « 1.5 Degree
1 0.6736 0.6806 0.7083 0.6806 0.7153 0.7847 0.6944
2 0.7431 | 0.6319 | 0.6944 0.6319 0.7153 0.7153 0.6667
3 0.7500 | 0.6944 | 0.6806 0.6944 0.7083 0.7083 0.7569
4 0.7222 | 0.6736 | 0.7014 0.6736 0.7431 0.7292 0.7014
5 0.7708 | 0.7431 | 0.6389 0.7431 0.6597 0.7500 0.5972
6 0.7222 0.7292 0.7431 0.7292 0.6944 0.6944 0.7222
7 0.7222 | 0.7361 | 0.6597 0.7361 0.6875 0.7639 0.6389
8 0.6597 | 0.7014 | 0.7569 0.7014 0.7153 0.6042 0.6875
9 0.6806 | 0.7778 | 0.6806 0.7778 0.6458 0.7292 0.6806
10 0.7431 | 0.7569 | 0.7222 0.7569 0.7222 0.6806 0.7083
Final Accuracy | 0.7431 | 0.7569 | 0.7222 0.7569 0.6806 0.7083 0.7222

Table B.5: Logistic Regression Classifier: IMDb-all Classification Experiments Runs

RUN D CD S CD&S D&S a 0.5 Degree a 1.5 Degree
1 0.3028 | 0.3853 | 0.3211 0.3716 0.3303 0.3119 0.3257
2 0.2740 0.3014 0.3105 0.3744 0.2922 0.2922 0.3014
3 0.2740 | 0.2922 | 0.2922 0.3653 0.2922 0.3059 0.2831
4 0.2648 | 0.3242 | 0.2968 0.3607 0.2785 0.2968 0.2877
5 0.2603 | 0.3333 | 0.2785 0.3562 0.2740 0.2831 0.2831
6 0.2922 | 0.3151 0.3059 0.3836 0.3014 0.2968 0.3333
7 0.2648 | 0.3425 | 0.2968 0.3836 0.2922 0.2740 0.2922
8 0.2740 | 0.4018 | 0.2968 0.3744 0.2922 0.2922 0.2922
9 0.2740 | 0.3744 | 0.2831 0.3242 0.3105 0.2968 0.2968
10 0.2603 | 0.3151 0.2785 0.3196 0.2922 0.2694 0.2785
Final Accuracy | 0.2741 0.3385 | 0.2960 0.3614 0.2919 0.2974 0.2956

Table B.6: Logistic Regression Classifier: Industry-pr Classification Experiments Runs

RUN D CD S CD&:S D&S « 0.5 Degree «a 1.5 Degree
1 0.3128 | 0.3408 | 0.2793 0.3631 0.2793 0.2793 0.2793
2 0.2833 | 0.3111 | 0.2833 0.3167 0.2833 0.2833 0.2833
3 0.2778 | 0.3667 | 0.2778 0.3611 0.277 0.2778 0.2778
4 0.2833 | 0.3944 | 0.2833 0.3722 0.2833 0.2833 0.2833
5 0.2778 | 0.3778 | 0.2778 0.3333 0.277 0.2778 0.2778
6 0.2235 | 0.4190 | 0.2849 0.3799 0.2849 0.2849 0.2849
7 0.2778 | 0.3222 | 0.2778 0.3778 0.277 0.2778 0.2778
8 0.2833 | 0.3056 | 0.2833 0.3667 0.2833 0.2833 0.2833
9 0.2778 | 0.3611 | 0.2778 0.3389 0.277 0.2778 0.2778
10 0.2849 0.3520 0.2849 0.3631 0.2849 0.2849 0.2849
Final Accuracy | 0.2782 | 0.3551 | 0.2810 0.3573 0.2810 0.2810 0.2810

Table B.7: Logistic Regression Classifier: Industry-yh Classification Experiments Runs
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Appendix C

Classification Experiments Runs
Using J48

RUN D CD S CD&:S D&S « 0.5 Degree a 1.5 Degree
1 0.8485 | 0.6667 | 0.6667 0.6970 0.7273 0.6970 0.5152
2 0.6471 | 0.7059 | 0.5882 0.7059 0.7647 0.7059 0.4706
3 0.6471 0.7941 0.6176 0.6765 0.8235 0.6765 0.5294
4 0.6765 | 0.6471 | 0.4706 0.7059 0.7647 0.6765 0.5882
5 0.6176 | 0.6765 | 0.6765 0.7059 0.6765 0.6765 0.6176
6 0.6970 | 0.7273 | 0.6061 0.6667 0.7879 0.7353 0.6364
7 0.6765 | 0.6765 | 0.6471 0.6765 0.7059 0.7273 0.5882
8 0.7941 | 0.7941 | 0.6471 0.8235 0.6176 0.6765 0.5882
9 0.7941 | 0.6765 | 0.5588 0.8235 0.8235 0.5882 0.5294
10 0.7059 | 0.7647 | 0.5882 0.7059 0.6765 0.5882 0.7059
Final Accuracy | 0.7104 | 0.7129 | 0.6067 0.7187 0.6748 0.5769 0.7368

Table C.1: J48 Classifier: WebKB-Texas-cocite Classification Experiments Runs

RUN D CD S CD&:S D&S « 0.5 Degree « 1.5 Degree
1 0.8140 | 0.6977 | 0.6744 0.7442 0.6512 0.7674 0.6512
2 0.6279 | 0.5581 | 0.6279 0.6047 0.6512 0.6512 0.6279
3 0.6818 | 0.6136 | 0.5909 0.6136 0.6364 0.6364 0.5682
4 0.5814 | 0.5814 | 0.6047 0.6744 0.6047 0.6744 0.6512
5 0.5909 | 0.7045 | 0.5227 0.5000 0.7045 0.6136 0.6591
6 0.6512 | 0.5581 | 0.6279 0.6279 0.6279 0.6977 0.6512
7 0.6047 0.5581 0.6744 0.6744 0.7442 0.6279 0.6512
8 0.6818 | 0.7500 | 0.5909 0.5682 0.4773 0.5455 0.5909
9 0.6977 | 0.6047 | 0.6744 0.5116 0.6977 0.6977 0.5581
10 0.6512 | 0.7442 | 0.6512 0.6512 0.6744 0.6279 0.6279
Final Accuracy | 0.6582 | 0.6371 | 0.6239 0.6170 0.6540 0.6238 0.6469

Table C.2: J48 Classifier: WebKB-Washington-cocite Classification Experiments Runs

RUN D CD S CD&S D&S « 0.5 Degree a 1.5 Degree
1 0.4884 | 0.5814 | 0.4186 0.4651 0.5349 0.5349 0.3721
2 0.5116 | 0.7209 | 0.4884 0.6512 0.5814 0.4884 0.4651
3 0.4318 | 0.6591 0.5000 0.4773 0.5455 0.5000 0.4091
4 0.5581 0.5814 0.5349 0.6512 0.4884 0.6047 0.5349
5 0.5000 | 0.6136 | 0.3182 0.6364 0.5455 0.3636 0.4545
6 0.4186 | 0.5814 | 0.6047 0.5581 0.3721 0.4419 0.5814
7 0.5581 0.5349 | 0.5581 0.6744 0.4186 0.5349 0.5349
8 0.4091 0.6364 | 0.4545 0.6364 0.5682 0.5227 0.4318
9 0.4884 | 0.6047 | 0.4884 0.6047 0.4651 0.4186 0.5814
10 0.5349 | 0.6279 | 0.6279 0.4884 0.4884 0.4884 0.5349
Final Accuracy | 0.4899 | 0.6142 | 0.4994 0.5843 0.4898 0.4900 0.5008

Table C.3: J48 Classifier: WebKB-Washington-Link Classification Experiments Runs
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RUN D CD S CD&:S D&S « 0.5 Degree « 1.5 Degree
1 0.7429 | 0.6286 | 0.6571 0.7143 0.6857 0.7714 0.6571
2 0.7143 | 0.6571 | 0.6571 0.6857 0.6571 0.6857 0.6000
3 0.7222 | 0.6944 | 0.6389 0.6944 0.6667 0.6389 0.6389
4 0.6857 | 0.5143 | 0.6571 0.6000 0.6571 0.6571 0.6000
5 0.6389 | 0.6944 | 0.6667 0.7222 0.7778 0.7500 0.6667
6 0.6286 | 0.6286 | 0.6857 0.6857 0.7143 0.6286 0.6571
7 0.7429 0.7429 0.6000 0.6857 0.7429 0.7143 0.6571
8 0.7500 | 0.6667 | 0.6389 0.6389 0.6111 0.5278 0.6389
9 0.6857 | 0.6286 | 0.6286 0.6000 0.6857 0.6000 0.6571
10 0.6857 | 0.6571 | 0.5714 0.7143 0.6857 0.6571 0.6857
Final Accuracy | 0.6997 | 0.6513 | 0.6402 0.6741 0.6631 0.6459 0.6884

Table C.4: J48 Classifier: WebKB-Wisconsin-cocite Classification Experiments Runs

RUN D CD S CD&:S D&S « 0.5 Degree « 1.5 Degree
1 0.7639 | 0.6944 | 0.6528 0.6319 0.7222 0.7222 0.7569
2 0.6458 | 0.6667 | 0.6806 0.6944 0.6944 0.7222 0.7639
3 0.6875 | 0.7847 | 0.6736 0.7292 0.7083 0.6597 0.7639
4 0.6944 | 0.7014 | 0.7014 0.7222 0.6944 0.7292 0.6875
5 0.7292 | 0.6944 | 0.7222 0.7083 0.7153 0.7917 0.7431
6 0.7153 | 0.6181 | 0.7014 0.7361 0.6597 0.7500 0.6458
7 0.6528 | 0.7014 | 0.7569 0.6042 0.7569 0.6736 0.6736
8 0.7222 | 0.6944 | 0.7639 0.6528 0.7431 0.7083 0.7431
9 0.6458 | 0.6736 | 0.7431 0.6944 0.7431 0.6944 0.6597
10 0.7639 | 0.7153 | 0.6944 0.6806 0.6806 0.7083 0.6319
Final Accuracy | 0.7021 | 0.6944 | 0.7090 0.6854 0.7160 0.7069 0.7118

Table C.5: J48 Classifier: IMDb-all Classification Experiments Runs

RUN D CD S CD&:S D&S « 0.5 Degree « 1.5 Degree
1 0.3211 | 0.4404 | 0.3165 0.4725 0.2890 0.2661 0.3119
2 0.2831 | 0.3653 | 0.3105 0.4292 0.2648 0.2740 0.3333
3 0.3059 | 0.4155 | 0.2968 0.3379 0.2785 0.2603 0.2922
4 0.2922 0.3242 0.2922 0.4338 0.3014 0.2648 0.2466
5 0.3059 | 0.4110 | 0.2603 0.4110 0.2694 0.2420 0.2603
6 0.3151 | 0.4018 | 0.2831 0.4110 0.2922 0.3333 0.2922
7 0.2740 | 0.3973 | 0.2922 0.4110 0.2740 0.2785 0.3014
8 0.2648 0.3836 0.2877 0.4384 0.2648 0.2831 0.2648
9 0.2785 | 0.4155 | 0.2831 0.4018 0.3516 0.2831 0.2740
10 0.2785 | 0.3881 | 0.2831 0.3516 0.2694 0.2694 0.2877
Final Accuracy | 0.2919 | 0.3943 | 0.2906 0.4098 0.2755 0.2864 0.2855

Table C.6: J48 Classifier: Industry-pr Classification Experiments Runs

RUN D CD S CD&:S D&S « 0.5 Degree « 1.5 Degree
1 0.2570 0.3073 0.2793 0.2961 0.2235 0.2905 0.2346
2 0.2611 | 0.2944 | 0.2222 0.2444 0.2611 0.2056 0.2000
3 0.2944 | 0.3111 | 0.2333 0.2889 0.2500 0.2389 0.2278
4 0.2444 | 0.2444 | 0.2333 0.3000 0.2778 0.2167 0.2500
5 0.3056 | 0.2556 | 0.2333 0.3722 0.2500 0.2778 0.2889
6 0.2458 | 0.3520 | 0.2235 0.3520 0.2905 0.2458 0.2458
7 0.3111 | 0.3278 | 0.2667 0.3111 0.2778 0.2556 0.2333
8 0.2333 | 0.2889 | 0.2722 0.3444 0.2667 0.2333 0.2222
9 0.2667 | 0.2944 | 0.2333 0.3111 0.2389 0.2333 0.2556
10 0.3073 | 0.3017 | 0.2682 0.3464 0.2179 0.2737 0.2458
Final Accuracy | 0.2727 | 0.2978 | 0.2465 0.3167 0.2471 0.2404 0.2554

Table C.7: J48 Classifier: Industry-yh Classification Experiments Runs
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