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ABSTRACT 

 

This Dissertation investigates the design of a multivariable control 

system for a wind tunnel to obtain the optimum control strategy in 

order to minimize energy dissipation, noise and cost which improve 

the quality and integrity of the wind tunnel test measurements. 

 

First the research is focused on identifying how a wind tunnel work 

with brief information about its components and types. Then the least 

effort control technique will be applied and discussed. Also study 

includes a controller designed by the Nyquist Array method and other 

control strategies. 

 

Plots of step response, disturbance suppression and transient 

recovery for both techniques will be presented with their block 

diagrams. 

The dissertation concludes with a comparison of the control methods 

used, based on the performance and energy dissipation. 
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 خلاصة البحث

 

 

بإستخدام ألية جديدة متعددة للنفق الهوائي  متغيرات ذو تحكم نظام تصميم دراسة البحث يتضمن

تتميز بإستهلاك اقل للطاقة و تقليل تأثير العوائق الخارجية و الضوضاء على النظام بغية الحصول 

 .على فعالية و كفاءة اعلى للنفق الهوائي اثناء اجراء التجارب بداخله 

 

 ) نفق الرياح ( يحتوي الجزء الاول من البحث على شرح موجز و مبسط عن الانفاق الهوائية 

ريقة عملها و اجزائها و انواعها، ثم سوف يتم دراسة مقارنة بين طريقتيتن مختلفتين في التحكم طو

            ل الطاقةبالنفق الهوائي بحيث نقوم بتحليل النتائج و البيانات للوصول الى احسن التقنيات لتقلي

 .رفع الكفاءة و الغاء تأثير التفاعل الداخلي للمتغيرات و

 

لتلك التقنيات مع المقارنة بينهم في مدى تأثرهم  يشمل البحث على الرسومات البيانية و التخطيطية 

 .بالمتغيرات و سرعة الاستجابة و كفاءة النظام و مدى استهلاكه للطاقة
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Chapter 1: Introduction 
 

 

 
1.1 Research Background 
 
 
From a control viewpoint, the factors in a process interrelate and create 
noticeable measurements. The noticeable factors are essential and 
regularly called outputs. 
 
The process is likewise influenced by outside factors. These factors or 
variables that might be controlled by engineers are inputs of the 
process. Other outside factors are named turbulences (Y Zhu, 2001). 
 
 
In applied control issues there commonly are various process variables 
which must be controlled and a number which can be operated, also 
product quality and throughput must usually be controlled. Each 
operated variable can influence the controlled variables which called 
process interactions. 
 
 
Multivariable control methods fathom the issues of the multifaceted 
specification and demonstrating carefully, however the multifaceted 
nature of the fundamental arithmetic is much higher than introduced in 
conventional single-input, single-output control studies (P. Albertos 
Perez, 2013). 
 
 
Multivariable Control Systems concentrates on control outline with 
constant reference to the applied features of operation. Tools of 
investigation and representation are constantly created as techniques 
for accomplishing a final control system design and evaluation (P. 
Albertos Perez, 2013). A simple physical example is shown in Figure 
(1.1). 
 
 
 
 
 

https://ebooks-it.org/author-6410-1.htm
https://ebooks-it.org/author-6410-1.htm
https://ebooks-it.org/author-6410-1.htm
https://ebooks-it.org/author-6410-1.htm
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Figure 1.1: Multi-input, multi-output (MIMO) control system. 
(Albertos.P and Sala.A, 2004) 

 
Disturbances might be isolated in two sorts: 
 

• Disturbances which might be straightforwardly calculated, 
• Uncalculated disturbances which are just seen over their impact 

on the outputs. 
 
A process is assumed to be dynamic when the present output gain 
depends on the present outer stimuli as well as on prior gains. Outputs 
of dynamic processes whose outer factors are not detected are regularly 
called time series (Ljung, 1987). 
 
1.2 Research Problem Statement 
 
The services of wind tunnel are available to the commercial aircraft 
industry, educational institutions, military and other government 
agencies requiring accurate air speed control and less turbulence to 
simulate actual flying conditions. To get the particular settings of 
operation, demanding control of the wind tunnel fan motor and vent 
actuators is wanted. 
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Controlled running cycles and high speed air in the wind tunnel working 
section may require large fan motor and high performance ventilation 
vanes which will increase the energy consumption leading to expensive 
charges to be added to Wind tunnel capital and maintenance costs. 
 
The air velocity produced from either the fan motor or angle change in 
ventilation vanes should be researched with feedback regulators that 
can control the multivariable system and minimize the coupling between 
system outputs. 
 
Also External disturbances may lead to incorrect measurements on the 
test subject. Therefore, Wind tunnel designers need to solve this issue 
by proper controller design in order to limit turbulence effects.  
 
1.3 Research Aims and Objectives 
 

Different approaches can be used to design the controller for a wind 
tunnel. The purpose of designing a controller for a wind tunnel will be 
shown using multivariable system techniques to provide the desired 
operational performance and minimization of the control effort required. 
Two methods are discussed in this research. First the least effort 
approach (Whalley, R. and Ebrahimi, M., 1999) then the Nyquist Array 
approach (Rosenbrock, 1969). 
 
Least effort approach attempts to advance the transient and steady state 
responses and accomplished closed loop stability with minimum 
response overshoot. The procedure includes two steps: analysis of inner 
loop then investigate outer loop design. 
The above stated approach will be assessed against the Nyquist array 
method for gain comparison purposes. Additionally, Gershgorin’s 
theorem will be used In order to apply single input single output control 
method, the system transfer function matrix has been compensated to 
become diagonally dominant. 
 
Likewise the disturbance rejection properties of the system ought to be 
improved, Stability of the closed loop system should be accomplished 
with greatest conceivable decoupling among system outputs using 
methods such as the Relative gain array which helps to select the best 
approach. 
Eventually, the energy consumed by the controllers will be computed 
and compared. The appraisal will include the difficulty of the controller 
and the general controller performance. 
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1.4 Dissertation Organization 
 
This Dissertation is prepared in seven chapters as follows: 
 
Chapter one contain the outline to this research. It includes the research 
background of multivariable control difficulties. The problematic 
statement as well as the objectives and goals are formulated. 
 
Chapter two provides brief review of a wind tunnels, it shows the types 
of elements and history of wind tunnels and some technical information 
related to wind tunnel design. 
 
Chapter three includes an introduction to multivariable systems and the 
control approaches that will be used to the wind tunnel model. A brief 
introduction of controllability tools and analysis method is also included. 
 
Chapter four concerns the computation of the transfer function matrix for 
a wind tunnel model, the air flow dynamics in the wind tunnel and its 
open loop response.  
 
Chapter five executes the least effort strategy and the whole approach 
to get the inner and outer loop controllers. The matlab Simulink and 
outcomes would be studied, containing the response, the disturbance 
recovery features and energy intemperance for the systems. 
 
Chapter six includes an outline of the Nyquist array method for the wind 
tunnel model, Interactions and the analysis between system outputs will 
be discussed. The Gershgorin’s band theorem and Diagonal Dominance 
will also be addressed. 
 
Chapter seven includes a comparison with a discussed regardes the two 
control methodologies and the difficulties of applying each strategy. 
 
Chapter eight contains the conclusions and the recommendations for 
future research work. 
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Chapter 2: Wind Tunnels Review 
 

 

2.1 What is Wind Tunnel? 
 
A wind tunnel is a tube or passage with rapid air going through it. 
Researchers and engineers put a model of a plane or a wing part in the 
passage, then study wind current over the model and how well the 
model will fly. 
 
An example of wind tunnel shown in figure (2.1), Wind tunnels are also 
used for educational purposes and research projects enabling flight 
conditions to be simulated. 
 
Wind passages and test models are costly to manufacture. That is the 
reason more associations are deactivating their wind passages and 
moving to PC modelling set up of physical models and passages.  
 
In any case, physical passages are utilized to retest outcomes for PC 
modelling. Rechecking is crucial in numerous areas and thus wind 
passages are imperative.  
 
 

 
Figure 2.1: Wind tunnel sample. 
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2.1.1 History of Wind Tunnel 
 
Wind tunnels have been used for over 100 years. In fact, the Wright 
brothers used one to help them figure out how to build the world's first 
successful aircraft, the Wright Flyer. 
The earliest enclosed wind tunnels were invented in 1871 and first 
designed by Frank Wenham; huge wind passageways were constructed 
through the 2nd World War. Wind tunnels were initially planned as a 
method for reviewing cars in free flight. 
Currently, wind tunnels are used by NASA, Boeing, Northrop Grumman, 
and other organization that make aircraft and spacecraft. 
Actually, NASA AMES, in Moffet Field, California, has the greatest wind 
tunnels at any one placed in the world, and moreover has the biggest 
wind tunnel on World, (Donald D. Baals and William R. Corliss, 1981). 
As shown in figure (2.2) are old sample of a wind tunnel and NASA wind 
tunnel are shown.  
 

 
 

a) Old type of wind tunnel. 
 

 
 

b) Modern wind tunnel with a plane model. 



Ashraf Hussein Ashour                   ID 120171                                                7 

 

 
Figure 2.2: Old and modern wind tunnel model. 

2.1.2 Air Flow in wind Tunnel 
 
Normally air is exhausted through a tunnel utilizing a sequence of fans. 
Figure (2.3) shown the air flow on plane model, for massive wind 
tunnels, a sole substantial enthusiast is not useful, so a group of several 
fans could be utilized as a part of parallel to give adequate wind airflow.  
Because of the total volume and air velocity development wanted, the 
fans might controlled by stationary turbofan motors as opposed to 
electric engines. 
The wind current made by the fans is exceptionally nature turbulent 
because of the fan edge wave thus it is not specifically valuable for 
precise amounts. 
 

 
 

Figure 2.3: Air flow in wind tunnel. 
 
In big wind tunnels because of the of viscosity impacts, the wind tunnel 
cross-section is regularly circle as opposed to square. Toward the sides 
of a tunnel of square type air movement might be nature turbulent. A 
closed loop tunnel delivers a better movement than a tunnel of square 
type.  
 
2.1.3 Wind Tunnel Application 
 
Wind tunnel is utilized as a resources of studying air flowing former solid 
substances in aerodynamic studies. 
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Wind-tunnel testing can also be useful to vehicles to decide approaches 
to decrease the influence needed to move the car on roadways. 
Some automotive test wind tunnels have incorporated moving belts 
under the test vehicle in an effort to approximate actual condition. 
In addition to vehicles, wind tunnels are used to study the airflow and 
wind loading around large structures such as bridges or office buildings.  
Also wind tunnels are used for thermal evaluation of circuit boards, heat 
sinks, components and air velocity sensor calibration, (Wikipedia). 
 
2.2 Elements of a Wind Tunnel 
 
Generally, the wind tunnel is made up of different parts. They consist of 
a settling chamber, contraction cone, test section, diffuser and drive 
section as shown below.  
 

 
Figure 2.4: Wind tunnel components.  

 
The air flows from the motivation section into the settling slot. The 
amount and the velocity of airflow might be managed by adjusting the 
velocity of the driver. After the settling slot, the air travels into the 
compression funnel where the velocity is expanded because of the state 
of the funnel, producing a pressure difference (Tabrej Khan, 2014). 
 
The large fixed air velocity then arrives to working or check section then 
the model is studied. After that wind currents into the diffuser where the 
dissemination might be required. 
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Working with the principle above, the MARSWIT Mars Wind Tunnel 
located in The Planetary Aeolian Laboratory as shown below: 
 

 
Figurer 2.5: MARSWIT Mars Wind Tunnel located in PAL. 

 

2.3 Types of Wind Tunnels 
 
Wind tunnels are intended for a particular reason and speed variety. 
There are a wide range of sorts of wind tunnels and a few distinctive 
approaches to arrange them. 
Ordinarily, wind tunnels are categorized based on premise of air route. 
The air route might be either closed or open circuit.  
 
For open circuit wind tunnel, the air sucked from outdoor environment 
and released back to out again. The air usually tracks a straight pathway 
from the access to the exodus of the wind tunnel. 
 
In closed circuit, the air is distributed via the assistance of a power 
division. Occasionally a little measure of air of air is replaced by the 
outdoor to surge the quality and own roughly temperature regulator (V.L. 
Kakate, 2014). 
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Figures 2.6: Open circuit wind tunnel. 

 

 

 

Figure 2.7: Closed circuit wind tunnel. 

 

Wind tunnels with open and closed circuit got some main benefits and 
disadvantages, the comparison of these types are existing below. 
 
Closed circuit wind tunnels Open circuit wind tunnels 
High construction costs. Lower construction costs. 
Purging after flow visualization 
using smoke and needing to mount 
a heat exchanger. 

Being able to visualize the flow 
using smoke without needing to 
purge the tunnel. 
 



Ashraf Hussein Ashour                   ID 120171                                                11 

 

high quality flow, independent of 
weather conditions and other 
activities in the building 

Needing to mount extensive 
screens to obtain high quality flow. 

Requires less energy. Greater energy to run the wind 
tunnel. 

Produces less noise. High noise levels which may cause 
environmental problems. 

 
Table 2.1: Comparing of closed and open wind tunnels. 

 
 
 
 
Apart from this simple grouping, wind tunnels can be categorized based 
on: 
 

A) Flow speed: Subsonic (M<0.8), Transonic (0.8<M<1.2), 
Supersonic (1.2<M<5.0) or Hypersonic (M>5.0). 
 

B) Test type: Aeronautical, Automobile or Aeroacoustics 
 

C) Construction elements: Metal structure, concrete style or complex 
structure wind tunnel. 

 
D) Air pressure: atmospheric or variable- density. 

 
E) Size: Ordinary or full-scale. 
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Figure 2.8: Examples of wind tunnel types from NASA Glenn 
Research Center 

 
 
 
 
 
 
 
 
 
 
 
2.4 Electrical Concerns  
 
Wind tunnel improvement includes mechanical and structural 
engineering. Though, few of the elements for example lighting plan, 
anemometer, exhaust fans and preparation of electrical supplies 
includes electrical and instrumentation engineering. The next 
paragraphs manage these features (V.L. Kakate, 2014), 
 
 
A. Fans: 
Exhaust fans could be built inside or outside of wind passageway. They 
moving air in trial cavity or push it from the trial cavity. Fans considered 
induction motor founded that might be triple or one phase sorts. 
 
The quantity of fans needed is chosen via different variables, for 
example, the area of the wind tunnel for the speed variety of air, size of 
each fan and air volume transfer. The speed of fan, amount and type of 
fan edges used chooses the air volume transfer in wind tunnels. 
 
B. Anemometer: 
Anemometers are utilized to quantify the velocity of the air. Anemometer 
might be of next kinds: 
 

1. Cup style – It is otherwise called rotational,  
2. Propeller style - These same as the cup type, calculates the wind 

speed,  
3. Ultrasonic anemometer - Ultrasonic, as its title recommends, 

includes sonic pulses to measure the wind velocity. 
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C .Lighting Plan 
Classic wind tunnels have illuminations in it. Lamp fixtures are fixed into 
the internal partition of the tunnel. Accordingly, no disturbance to the air 
movement. LED arrangement are the greatest reasonable for the wind 
tunnels by way of they might be put alongside the tunnel partition with 
no influencing the air flow shape. 
 
 
 
 
 
 
 
2.5 Measurements of Parameters  
 
Speed and pressures of the air in wind tunnels are usually calculated 
thru numerous techniques. The velocity of air where inside the test 
section might be measured by Bernoulli's principle. 
 
Airflow path nearby a test subject might be measured via tufts of yarn 
joined toward the aero-dynamic surfaces and the airflow wave drawing 
closer a surface might be imagined by rising threads in the airflow.  
 
 
Fluid bubbles or smoke might be presented through the airflow source of 
the test element, and bubbles or smoke track might be snapped around 
the model.  
 
The pressure distributions on the test model verifiably have been 
calculated by making several petty holes alongside the airflow route, and 
the multi-tube manometers used to determine holes pressure.  
 
By using of pressure-sensitive coat also the Pressure distributions can 
be handily calculated, in which higher local pressure is specified by 
lowered fluorescence of the paint at that point. 
 
In addition, pressure distributions on a test subject might be measured 
also by a wake survey accomplishment, where a solitary pitot tube is 
used to get multiple measurements downstream of the model, or a 
multiple-tube manometer can be mounted downstream.  
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Through digital sensors, every parameters measurements are procced 
to PCs. 
 
Pressure distributions might be calculated thru the utilization of pressure 
-sensitive girdles, which pressure sensor with multiple ultra-miniaturized 
are combined to a flexible strip. The strip is involved by tape to the 
surface, and generate signals along its surface showing the pressure 
distribution (V.L. Kakate, 2014). 

 

 

 

 

Chapter 3: Control Theory Review 

 

3.1 Introduction to Control Systems 
 
Control system main point is to drive a certain arrangement of process 
factors to act in imagined and recommended path by either satisfying a 
few necessities in the time/domain or accomplishing the greatest 
performances as stated in optimization index. 
 
Engineers outline forms as indicated by the best of their insight in the 
field and by accepting few working situations. Afterward, the process will 
keep running under conditions that provide external disturbances which 
are typically not outstanding or found. Likewise, the features of the 
process will varying with time and load or even one of them. It is the part 
of the control system to adapt to these variations, giving thereby a 
proper conduct (P. Albertos and A. Sala, 2004). 
The control duties scope differs broadly. The primary objective might be 
hold the process operating near the formal conditions. In further 
situations, change operating point of the plant from one to another or to 
follow a certain reference signal will be control goal. 
In some situations, concern focused in gaining the supreme structures of 
the plant accomplishing, for example, the most extreme production, least 
vitality energy consumption, or least performance time for assumed task 
(P. Albertos and A. Sala, 2004). 
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All these diverse actions result in exceptionally particular control 
methodologies and strategies. Starting with logical and discrete-time 
controllers till advanced intelligent control systems where the artificial 
intelligence strategies give the framework, the multiple accessible 
appliances for control systems design are compatible in the integral 
control of a plant, few of them are used in a supportive technique (P. 
Albertos and A. Sala, 2004). 
 

 
 

Figures 3.1: Combination of the control system and the plant. 
3.1.1 The Control Design Problem 
 
The finest control sub-system will simply give the greatest reasonable 
inputs to the process to satisfy the objectives. This has two primary 
outcomes: 
 

1. If competences need aims which aren’t erected into the process, 
the control may not succeed them. 

2. The control system “select” the greatest input, between the likely 
ones, to achieve the objectives. 

 
Depend on this confirmation there is a propensity these days to 
coordinate the process design and the control related to it. For example, 
in planning the control of a multiple-phase reactor process, the integral 
design of the control of the all system, in addition to driving the 
interaction between phases, can decrease the control effort and 
accomplish improved performances. Typically, a control system ought to 
be designed to work in cooperation with previously current process. The 
control design issue can be specified at native, supervisory or even 
plant-vest level (P. Albertos and A. Sala, 2004).  
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Figure 3.2: Typical steps involved in designing a controller. 
 

3.1.2 Control Goals 
 
In a general, some control aims can focused on are shown below: 
 

• regulation, 
• reference tracking, 
• generation of sequential procedures, 
• adaptation, 
• error detection, 
• supervision, 
• coordination, 
• Knowledge. 

Some of these objectives might be conflicting so this is a multi-criteria 
choice issue. A reasonable exchange off is the most we can accomplish 
(P. Albertos and A. Sala, 2004). 
 
3.2 Multivariable Systems 
 
The majority of published work on feedback control systems 
concentrates on dynamic systems which are single-input, single-output 
(SISO). However, Multi-input, multi-output (MIMO) systems are termed 
to many systems found in the process, aerospace and marine industries 
have more than one input and output. Due to the effect of one input on 
more than one output, these systems pose a new set of problems when 
it comes to control. A traditional transfer function representation has 
been used as shown in Figure (3.3). Note that input 𝑅1(𝑠) not only 
affects the output 𝑌1(𝑠)  according to the transfer function 𝐺11(𝑠), but 
also the output 𝑌2(𝑠)by the cross-coupling term 𝐺12(𝑠). 
 
There is a similar effect for the output 𝑌2(𝑠) with respect to the 
inputs 𝑅1(𝑠), 𝑅2(𝑠) (N. Mort , 1997). 
 

http://digital-library.theiet.org/search?value1=&option1=all&value2=N.+Mort&option2=author
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Figure 3.3:  Block diagram of a two-input, two-output 
multivariable system. 

 
 
MIMO processes are commonplace in industry. For example, in the 
rolling of strip steel, both speed and tension must be adjusted 
simultaneously in order to maintain the quality of the finished product. In 
the chemical process industry, the distillation column presents a good 
example of a non-linear, time-varying multivariable system. There are 
also numerous examples in the aerospace and marine industries such 
as military and civil aircraft, surface ships and submarines. In all these 
cases, there is more than one control surface/actuator and each 
actuator can influence a number of controlled variables. There is even a 
common example of a multivariable system in the home — the domestic 
electric shower unit. The effect of a cross-coupling term in the operation 
of a shower can be seen when a tap is opened elsewhere in the house 
while the shower is running. The flow is reduced and the temperature 
increases (often reaching unacceptably high levels!) In multivariable 
terms, we can consider the inputs to the shower as the pump voltage 
and the heating element voltage. The outputs are the flow rate and 
temperature of the water (N. Mort , 1997). 
 
3.2.1 Multivariable Control 
 

http://digital-library.theiet.org/search?value1=&option1=all&value2=N.+Mort&option2=author
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Many composite engineering systems can impact numerous actuators 
static and dynamic performance, because of arrangement behavior. 
The type of programmed control is essential over the system in some 
situations, moreover values info about significant system variables that 
might be utilized for feedback control aims are deliver by some existing 
sensors. 
Systems which contain multiple actuating control input and multiple 
sensor output might be considered multi variable systems (MIMO). The 
MIMO systems control goal is concurrently operating several input 
channels to acquire an attractive conduct of several output variables by 
(B. Veroemen, 1997). 
 
3.2.2 History of Improvements in Multivariable Control 

 
The initial researches on MIMO systems showed up in the 50th and 
accepted parts of non-interacting control. In the 60th, Rosenbrock 
(1970) work considered matrix methods to study objective and 
polynomial inquiries representation of multivariable systems.  
The polynomial representation was additionally considered by Wolovich 
(1974). An extensive outline found in the books by Kailath (1980) and 
Vardulakis (1991).  
Rosenbrock (1974) produced the utilization of Nyquist methods for 
multivariable control outline. The speculation of the Nyquist regulation 
and of root locus methods to the multivariable case can be found in the 
work of Postlethwaite and MacFarlane (1979). 
The classical book by Wonham (1979) and in the book by Basile and 
Marro (1992) contained the geometric way to deal with multivariable 
state-space control design. An overview of classical design strategies for 
multivariable control systems can be found in (Korn and Wilfert 1982), 
(Lunze 1988) and in the two books by Tolle (1983), (1985). 
Modern methods to frequency domain approaches can be found in 
(Raisch 1993), (Maciejowski 1989), and (Skogestad and Postlethwaite 
1995).  
 
Interface phenomena are argued in multivariable process control 
systems  
about as far as a process control formulation in (McAvoy 1983). A 
modern, process-control situated way to deal with multivariable control is 
existing in (Morari and Zafiriou 1989). The numerical properties of few 
computational algorithms important to the range of multivariable control 
design are discussed in (Svaricek 1995). 
 
3.3 Review of Multivariable Control Strategies 
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One of the main difficulties in designing controllers for multivariable 
systems is the presence of the cross-coupling terms. A substantial 
amount of effort has been expended in attempting to understand the 
effects of the interactions (A. Ichikawa & K. Furuta, 1994). A useful 
summary of these methods discussed below.  
 
3.3.1 Non-interacting control (Decoupling control) 
 
A standard method to MIMO control design comprises of the design of a 
pre compensator that conveys the system transfer matrix to diagonal 
type, with consequent design of the real feedback loops for the several 
single-input, single-output channels individually.  
This permits the tuning of individual controllers in independent feedback 
loops, and it is thought to give an adequate control structure giving 
simplicity to process operators and maintenance workers review. The 
topic of non-interacting or decoupling control is depend on the works of 
Silverman (1970), Williams and Antsaklis (1986).  
 
This design methodology is relatively simple to apply but it does impose 
severe constraints on the pre-compensator. Consider the simple block 
diagram structure shown in Figure (3.4) (P. Albertos, R. Strietzel and N. 
Mort, 1997). 

 
Figure 3.4: Pre-compensator and multivariable plant. 

 
3.3.2 Nyquist-array methods  
 
The stability of MIMO systems might be tested into a way like to the 
single input-single output type with applied of the Nyquist principle 
because of Rosenbrock (1974). Given confident settings are fulfilled. 
When the Nyquist array show diagonal dominance then it is critical 
condition. Extensively the cross-coupling implies in the system need to 
be adequately little to such an extent that altering the gain in single loop 
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has just a restricted impact on the dynamics of the alternate loops (Dewi 
Jones, 1999).   
 
Gershgorin’s Theorem: 
The Nyquist array plotted with Gershgorin’s bands keeping in mind the 
end goal to check the system is column diagonally as per Gershgorin’s 
bands theorem if not the merger of Gershgorin’s bands encircle the 
plane’s origin. Moreover, if the Gershgorin’s bands not encircle the (-1, 
0) point then the closed loop system stability is reached (Munro, 1972). 
Figure (3.5) shows the Gershgorin band superimposed on the 𝒈𝟏𝟏(𝒔) 
Nyquist plot from it is unmistakably the not covered critical point; the 
return variance is then diagonally dominant (Dewi Jones, 1999). 

 
Figure 3.5: Direct Nyquist array  

Stability of the Multivariable system:  
 
It seems that this technique will produce slight extra info to the the 
system comparative stability with compensators. A technique by which 
the particular stability limits might be found but advises when diagonal 
dominance is not fulfilled- the shape of the stable region might be very 
complex Rosenbrock (1974).  
 
A controller designing to minimize interaction:  
 
Frequency domain design is regularly completed same work of the 
inverse Nyquist array on the other hand the direct Nyquist array (DNA) 
could be used for the causes specified by Maciejowski (1989).  
The initial step in planning a controller is to lead the plant 𝐺(𝑠) with a 
pre-compensator𝐾𝑃(𝑠), as in figure (3.6), in order to decrease interaction 
among the loops. 
 
While immovably it's the return contrast which must be done diagonally 
dominant, the common repetition is to create the return ratio 𝐺(𝑠)𝐾𝑃(𝑠) 
diagonally dominant (Maciejowski, 1989). Obviously, 𝐺(𝑠) is not 
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dominant since there is an assortment of frequencies where the 
Gershgorin band contains the origin. 
 

 
 

Figure 3.6: Block diagram for MIMO system with pre-
compensator and diagonal compensator. 

 
 
 
3.3.3 The Root Locus method  
 
The root locus technique is a graphical method for sketching the locus of 
roots in the s-plane as a parameter is varied and has been utilized 
extensively in control engineering practice. Developed by Evans (1950) 
while he was a graduate student at UCLA, which the relative stability 
and the transient performance of a closed loop system are straight 
related to the position of the closed-loop roots of the characteristic 
equation in the s-plane. 
It is frequently essential to amend one or more system factors in order to 
get proper root location and it is suitable to regulate the locus of roots in 
s-plane as a parameter varied since the roots is a function of the 
system’s parameter. 
Also it provides the engineer with a measure of the sensitivity of roots of 
the system a variation in parameter being considered (CAI Lilong, 2010). 
 
3.3.4 Least Effort Methodology  
 
The least effort technique was presented by (R Whalley, and M 
Ebrahimi, 1999. By analyzing Inner loop, to develop the dynamic 
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performance output of the system. Afterward, the final design for outer 
loop is made to achieve robustness condition by suitable range of 
disturbance and acceptable steady state outputs decoupling. 
 
3.3.5 PID Control 
 
Ziegler-Nichols is a practical technique which help to configure                         
(proportional-integral-derivative  ) controller’s parameters. This method 
tends on analysis of stability where slightly stable gains are recognized. 
With empirical equations, the parameters for proportional, integral, and 
derivative components are introducesd by Zeigler and Nichols, 1942. 
 
By identifying the gain and phase margins for the Gershgorin bands that 
will planned analytical formulas for the design of multi-loop PID 
controllers W.K. Ho et al. (1997). But this method is limited to a 
particular model structure. For MIMO systems the ultimate gain and 
frequency are defined based on Gershgorin bands and from the 
modified Ziegler-Nichols rules a design method is derived. 
 
 
 
 
3.4 Controllability Analysis 
 
Process “controllability” has been given different definitions, (Morari, 
1983; Rosenbrock, 1970; Skogestad and Wolff, 1996; Ziegler and 
Nichols, 1943). Notwithstanding the different definitions, it is clear that 
controllability is an inherent property of the process, independent of the 
controller and demonstrates how simple it will be to control the process 
for both set-point tracking and disturbance rejection.  
Controllability is interpreted as meaning the ability of the system to meet 
the requirement of set-point changes while resiliency is the ability of the 
system to recover from disturbances. Arkun and Downs (1990) did 
distribute a generalized methodology for launching input-output gains for 
processes with integrators. Though, the results of the controllability and 
resiliency measures (which are scale dependent) using the steady-state 
gain matrix developed by their method are varying with the physics 
governing separator operation.  
Other scale independent measures, e.g. the relative gain array (RGA), 
gives realistic results though. Since the dynamic model is available, it is 
possible to evaluate “dynamic” controllability and resiliency measures,  
(N. AL-Hatmi and M. Tham, 2006). 
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Relative Gain Array (RGA):   
The RGA provides a quantitative criterion for selection of control loops 
that would lead to minimum interaction among the loops (Bristol, 1966). 
The RGA can be used to measure diagonal dominance, by the RGA-
number. A small RGA number does not guarantee diagonal dominance. 
The relative gain array is expressed in the matrix form as:  
 

RGA = �λ11λ21
λ12
λ22

�                                                                          
3.1 
 

The relative interaction array: 
The relative interaction array (RIA) can be defined as the ratio of the 
absolute interaction and the interaction free transfer function as seen in 
the equation below (Zhu 1996). 

ϕij(s) = αij(s)
gij(s)

                                                                           
3.2                                                                   

The Relative Interaction Array is similar to the RGA and is defined based 
on individual control loops and it can only measure interaction in 
individual loops. However, an overall interaction measure is defined 
along with the RIA which claims to lead to the best input-output pairing 
selection.  
Condition number: 
 
It is the ratio of the largest to smallest singular value in the singular 
value decomposition of a matrix (Belsley, David A.; Kuh, Edwin; Welsch, 
Roy E. 1980). 
 

𝐶𝑁 = �max𝜎
min𝜎 

                                                                                 3.3 

Where the singular values are the positive square roots of the 
eigenvalues of: 

KTK (r = rank of KTK)                                                                         3.4 

The system is sensitive to uncertainty and shows problems in controlling 
(ill-condition) when large condition number is shown. 

http://mathworld.wolfram.com/SingularValue.html
http://mathworld.wolfram.com/SingularValueDecomposition.html
http://mathworld.wolfram.com/SingularValueDecomposition.html
http://mathworld.wolfram.com/Matrix.html
https://en.wikipedia.org/wiki/Edwin_Kuh
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Niederlinski Index:     
 
NI uses only steady state gains of the transfer function matrix 
(Niederlinski, 1971). 

N = � |G|
∏ giin
i=1

�                                                                                      3.5 

The method is used to avoid pairing of variables which would be 
unsatisfactory, it also allows us to test the stability in some cases.  
If a negative value for the NI, when all the control loops are closed, 
implies the system will be integrally unstable for all possible values of 
controller parameters. 
And if NI = 1 indicate at least one the off diagonal terms are zero which 
mean the system can be diagonal dominate. 

 

 

 

 

 

Chapter 4: Wind Tunnel Modeling 

 
 
The structure of a representative wind tunnel is shown in Figure (4.1) 
where the major components are labelled. As showed, the two inputs 
are fan speed w(𝑡) and the ventilation vane angle 𝑥(𝑡), the outputs 
which are to be controlled are the air velocity at the working 
section 𝑣1(𝑡) and at the fan exit 𝑣2(𝑡). 
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Figure 4.1: Wind Tunnel Arrangement 
 
An analysis of this configuration is existing by Whalley.R and Mitchell.D 
(1997) where the impedance, matrix quadratic model for the system was 
derived.  
 
The velocity of the air stream in the working section can be attuned by 
varying the fan motor speed or by changing the ventilation vane angles, 
which are hydraulically actuated.  
The cross-sectional area of the working section, where the aerodynamic 
testing is conducted, is less than a quarter of that of the casing. This 
enables ‘high’ air speeds to be generated in the working section. Pitot 
tubes are used to calculate the air velocity at locations shown 
(Whalley.R and Mitchell.D, 1997).  
 

 
4.1 Mathematical Model and Transfer Function  
 
In command to determine the related transfer functions the ventilator 
opening are first set at their middle range values then flow 
measurements of velocities  𝑣1 and  𝑣2 are taken for stochastic or 
deterministic variations in the fan motor speed ,thus allowing the 
creation of column one of transfer matrix .  
 
Comparable column two of the transfer matrix, relating the velocities  𝑣1 
and  𝑣2 to the ventilation vane setting, can be achieved by running fan 
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motor at its mean speed and then modifying the ventilation vane sittings. 
Quantities of air speed,  𝑣1  and  𝑣2  were recorded again previous to 
starting, by any of the practices obtainable, column two of transfer 
function matrix (Whalley.R and Mitchell.D, 1997). 
 
 
For percentage changes in the input and out outputs probable transfer 
matrix is, in time scaled form, 
 
 

�𝜐1
(𝑠)

𝜐2(𝑠)� =  �
𝑒−1.5𝑡

𝑠2+ 4.0𝑠+ 8.0
0.5𝑒−0.3𝑡(𝑠−4.0)

(𝑠+4.0)(𝑠2+4.0𝑠+8.0)
2.0𝑒−1.5𝑡

(𝑠+8.0)(𝑠2+4.0𝑠+8.0)
𝑒−0.3𝑡(𝑠+1.0)

(𝑠+8.0)(𝑠2+4.0𝑠+8.0)

�  ×  �
𝜔𝑓(𝑠)
𝜒(𝑠)

�    4.1                         

  
In equation 4.1 the coefficients allocated were the best rounded 
approximate that could be gotten from the noisy measurements and the 
finite time lags were mostly because of the actuator delays. Accordingly, 
 
 if  
 

�𝜔𝑓(𝑠),𝜒(𝑠)�𝑡 =  �𝑒−1.5𝑡 𝜔𝑓(𝑠), 𝑒−0.3𝑡 𝜒(𝑠)�𝑡                                                                                        

 
Then the rational transfer function matrix is  
 
𝑦(𝑠) = 𝐺(𝑠)𝑢(𝑠)                                                                                                 
4.2   
                                                
 
 
 
 
where  
 

𝐺(𝑠) = �
1

(𝑠2+4𝑠+8)
0.5(𝑠−4)

(𝑠+4)(𝑠2+4𝑠+8)
2

(𝑠+8)(𝑠2+4𝑠+8)
(𝑠+1)

(𝑠+8)(𝑠2+4𝑠+8)

�                                               

𝑦(𝑠) = [𝑣1(𝑠),𝑣2(𝑠)]𝑡                                                                                                      
and 
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  𝑢(𝑠) = �𝑤𝑓(𝑠), 𝑥(𝑠)�𝑡                                        

                                                               

4.2 Open Loop System Response  
 

 
 
 

 
 

Figure 4.2: Change in air velocity following 1 per cent change in fan motor 
speed. 
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Figure 4.3: Change in air velocity following 1 per cent change in ventilation 

vane angle. 
 
 
 
 
 
 
 
 
4.3 Performance Specification 
 
To begin the design of a suitable compensator for the wind tunnel,  
it was necessary to have a specification detailing the performance 
requirements for the compensated system.  
 
The proposed specification is outlined below in Table 4.1 
 

System Parameter Required Tolerance 

Steady state error: no steady state error (𝑒𝑠𝑠=0) 

Overshoot: Maximum 10% 
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Settling time: Less than 6 % 

Rise time: Less than 3 seconds 

Interaction: maximum  20% 

Energy dissipation: Least energy control 

 

Table 4.1: Performance specification 
 

 

 

 

 

 

 

 

 

Chapter 5: Least Effort Controller 
 
 
 
The following mathematical derivation is based on Whalley and Ebrahimi 
(2006), Appendix (C) contains the manuscript which explain a control 
approach for using an inner-loop and an outer-loop feedback structure. 
 
In the wind tunnel design process, a dual loop will be applied. The inner 
loop and the outer loop are employed to achieve required steady state 
and satisfactory disturbance recovery. 
 
5.1 Inner-loop Design 
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According to equation (4.2), the open loop transfer function matrix for 
Wind Tunnel (neglecting finite time delays) is: 
 

𝐺(𝑠) = �
1

(𝑠2+4𝑠+8)
0.5(𝑠−4)

(𝑠+4)(𝑠2+4𝑠+8)
2

(𝑠+8)(𝑠2+4𝑠+8)
(𝑠+1)

(𝑠+8)(𝑠2+4𝑠+8)

�                                                5.1                               

 

This system model can be arranged as: 
 
 

𝐺(𝑠) = 𝐿(𝑠)   
𝐴(𝑠)
𝑑(𝑠)   𝑅(𝑠)  Γ(𝑠) 

So the transfer function matrix in equation (5.1) could be written as: 
 
 

𝐺(𝑠) = �
𝑠+8
𝑠+4

0
0 1

�
�𝑠+4 0.5(𝑠−4)
2 𝑠+1

�

(𝑠+8)(𝑠2+4𝑠+8)
                                                        5.2 

 
 
 
 
 
 
 
where  
 

𝐿(𝑠) = �
𝑠 + 8
𝑠 + 4 0

0 1
�  ,𝐴(𝑠) = �𝑠 + 4 0.5(𝑠 − 4)

2 𝑠 + 1 � 

 

and 
 

𝑑(𝑠) = (𝑠 + 8)(𝑠2 + 4𝑠 + 8)  , 𝑅(𝑠) =  𝛤(𝑠) = 𝐼 
 

hence 
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< ℎ 𝐴(𝑠)𝑘 >= [ℎ1   ℎ2] �𝑠 + 4 0.5𝑠 − 2
2 𝑠 + 1     �   [𝑘1 𝑘2]             5.3                     

 

Which can be re-written in the following format: 
 
 

 < ℎ 𝐴(𝑠)𝑘 >= [1   𝑠] �4 −2 2
1 0.5 0     11�   �

𝑘1 ℎ1
𝑘2 ℎ1
𝑘1ℎ2
𝑘2 ℎ2

�                            5.4          

                  

Parameters 𝑘 and ℎ should be calculated, the gain ratio 𝑛 substituted to 
formulate the matrix 𝑄. 
 
Let  𝑘2 =  𝑛𝑘1, then substituting for 𝑘2 yields: 

 

𝑄 = � 4 − 2𝑛 2 + 𝑛
1 + 0.5𝑛 𝑛     �                                                                         5.5                            

 
 
 
 
5.2 Determining of Controller Zero 
 
In Order to design the inner loop that takes the form: 
 

< ℎ 𝐴(𝑠)
𝑑(𝑠)

𝑘 > =  𝑏(𝑠)
𝑑(𝑠)

                                                                                         5.6                                 

 
Root locus approaches will be used according to equation (5.6) and the 
equation for the Root Locus is: 
 

𝑏(𝑠)
𝑑(𝑠) = −1 

where 
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𝑏(𝑠) =  𝑏𝑜(𝑠 + 𝑥) 

The roots of denominator 𝑑(𝑠) and the numerator 𝑏(𝑠) should be 
calculated to design the inner loop for the system and it can be noted 
that the poles of the system lie at (-8), (2+2j) and (-2-2j). So to attract 
poles further to the left of imaginary axis which mean faster response, A 
zero (𝑥 + 2) is chosen. 
 
The root locus diagram is initially plotted with 𝑏𝑜 = 1 and 𝑥 = 2 as shown 
in figure (5.1). 

 
Figure 5.1: The Root Locus diagram 

From the above root locus diagram, to achieve an acceptable overshoot 
and reducing the settling time for the system, 𝑏𝑜at 16 is chosen as 
shown in figure (5.2). 
 



Ashraf Hussein Ashour                   ID 120171                                                33 

 

 
Figure 5.2: 𝒃𝒐= 16 in the Root Locus diagram. 

 
 
 
It can be noted when the unity feedback closed loop system, the new 
poles are present in figure (5.3) and step response become more 
efficiently and keeping acceptable dynamics as shown in figure (5.4). 
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Figure 5.3: Poles at closed loop with unity feedback. 
 

 
Figure 5.4: Closed loop with unity feedback step response. 

 

hence 
 

  𝑏(𝑠) =16 �21�                                                                                      5.6                                                                                
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5.3 Wind Tunnel Optimization  
 
It can be calculate the specific gain ratio 𝑛 from the performance index 𝐽 
which is: 
 

𝐽 = (1 + 𝑛2)𝑏𝑇  (𝑄−1)𝑇  𝑄−1 𝑏 
 
 
Substituting for 𝑏  and  𝑄 in the performance index equation yields: 
 
 

                                            
5.7

                                                                    
  

 
 
 
The performance index against gain ratio shown in figure (5.5). 
 

 
Figure 5.5: The performance index versus gain ratio. 
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To get the minimum value of  𝐽, the value of  𝑛 should be measured by 
the function differentiation with respect to gain ratio and equating to 
zero.  
 
hence 
 
𝜕 𝐽
𝜕 𝑛

 = =0                                                             5.8              

 
and roots are:  
 
  
 
From the graph of performance index against gain ratio it can be noted 
that 𝐽  minimum and it exists at 𝑛 = 0.9090 as shown in figure (5.6).  
 
 

 
Figure 5.6: The performance index versus gain ratio. 

 
Now the feedback measurement gains could be calculated with  , 𝑏: 

ℎ =  
𝑄−1

𝐾1
 𝑏 

hence 
 

ℎ =  �𝑠+4
𝑠+8

 ℎ1 ,ℎ2�  =  �𝑠+4
𝑠+8

 [7.766], 5.175�                                         5.9     
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and by substituting for 𝑛 in 𝑄 and assuming 𝐾1 = 1, results in 
 

K =                                                                                                 5.10                               

 
From previous information, the closed-loop system configuration block 
diagram when the minimum-control-effort regulator, given by equation 
(5.6) is shown in Figure 5.7). 
 
 

 
Figure 5.7: Closed-loop system (Inner loop) block diagram. 

 
 
 
 
 
 
 
 
 
 
 
 



Ashraf Hussein Ashour                   ID 120171                                                38 

 

For a step input, the air velocity in the working section 𝑣1& 𝑣2responses 
are shown in figure (5.8). 
 

 
Figure 5.8: Closed-loop output responses 𝒚𝟏(𝒕) and  𝒚𝟐(𝒕) following a step 

input of unity. 
 

Also Following a unit step with 𝑅 = 22, fixed to provide uniformity among 
input set point and steady state output variations at 𝑣1, the responses 
shown in figure (5.9). 
 

 
Figure 5.9: Closed-loop output responses 𝒚𝟏(𝒕) and  𝒚𝟐(𝒕) following a step 

input of unity. 
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It can be noted from figures above that the output responses are faster 
than the open-loop system output responses which produce slow 
reaction as shown in pervious chapter.   
 
Hence, internal loop schemes shows suitable dynamics in terms of 
settling time and rise time. 
 
 
5.4 Outer Loop design  
 
To design the outer loop controller consuming equation given by: 
 
 
𝑃 = �𝐺(0)−1 + 𝐾(0) >< ℎ(0)�𝑆𝑠  .  (𝐼 − 𝐹. 𝑆𝑠)−1                            
5.11 
 
 
All matrices involved should be calculated at steady state, by 
substituting 𝑆 = 0 in the open loop transfer function matrix, the feed 
forward and feedback gains yields: 
 

                                                                                     5.12                                     

 

hence: 
 

                                                                                  
5.13

                                 
 

and  
 

                                                                                         5.14    
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                                                                            5.15                        
hence: 
 

                                
 

 

Since the closed loop steady state interaction of the system between 
outputs could be limited to 20% the value is assumed as: 
 

    =                                                                5.16                 
 
Now the feedback gains 𝑓 should be selected at different values from 
0.1 to 0.9 to investigate the effect on the response of closed loop in 
order to design the valuable control system approach. 
 
Inserting 𝐺(0), 𝑆S, 𝐾(0) and ℎ(0) values and with different 𝐹 values 
into equation (5.11) results in: 
 

For 𝑓 = 0.1, then 𝐹 =  

hence: 
 

𝑃=   

 
 
As far as conventional forward and feedback path recompenses could 
be calculated by substitution values in equation:  
 
𝐻 = 𝑃−1𝐾(𝑠) >< ℎ(𝑠) + 𝐹                                                                  5.17              
   
hence:  
 

𝐻 =
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by repeating calculation,  
 
 

at 𝑓 = 0.5, then  𝑃 =  

 
 
 
 

and   𝐻 =  

 
 
 
 
 

at 𝑓 = 0.8, then 𝑃 =  

 
 
 

and  𝐻 = . 
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The inner and outer loop controller block diagram of the system is 
shown in figure (5.10) and representation of conventional structure 
shown in figure (5.11). 

 
Figure 5.10: Inner and outer closed loop controllers block diagram.  
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Figure 5.11: Conventional multivariable feedback structure block diagram. 
From the block representation simulation, closed loop velocities 
𝑣1 𝑎𝑛𝑑 𝑣2   output responses for 1 per cent step input on motor speed at 
different 𝑓 values shown in figure (5.12): 
 

 
Figure 5.12: Output responses 𝒚𝟏(𝒕) and  𝒚𝟐(𝒕) following a step input of 

unity on motor speed at  𝒇 =0.1, 0.5 and 0.8. 
 
It shown from figure (5.12), the closed loop output responses is over 
damped and with no oscillatory behavior. 
 
Velocity response in the working section  𝑦1(𝑡) reaching steady state in 
almost 3 seconds with zero steady state errors, also with higher 𝑓 (i.e. = 
0.8) response speed will increase and that means a fast rise time. 
 
The velocity in casing section 𝑦2(𝑡) reaching steady state in fewer than 2 
seconds with non-steady state error, it can be noted that an increase in 
the speed of the response and decrease in the settling time when 𝑓 
value go higher (i.e. = 0.8). 
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The closed loop velocities 𝑣1 𝑎𝑛𝑑 𝑣2  output responses for 1 per cent 
step input on ventilation vane angle at different 𝑓 values is shown in 
figure (5.13): 
 

 
Figure 5.13: Output responses 𝒚𝟏(𝒕) and  𝒚𝟐(𝒕)  following a step input of 

unity on ventilation vane angle for 𝒇 =0.1, 0.5 and 0.8. 
 
 
It can be seen that Velocity in the casing section 𝑦2(𝑡) reaches steady 
state in 6 seconds with almost zero steady state error. 
 
Good damping characteristics with no oscillatory behavior or overshot 
has been achieved. By increasing  𝑓 little change in the response speed 
or settling time was achieved. 
 
The velocity response in the working section  𝑦1(𝑡) also reach steady 
state within 6 seconds and almost zero steady state errors but with high 
over shoot especially with low 𝑓 values. 
When higher 𝑓 values are chosen (i.e. = 0.8), this will decrease the over 
shoot to about less than 20% as well as given settling time and rise time 
improvements. 
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5.5 Disturbance Rejection  
 
To investigate impact of the outer loop feedback gain on the system 
disturbance rejection, a step input of unity on both disturbances 
respectively, will be study within selected 𝑓 values (0.1, 0.5 and 0.8). 
 
By setting two inputs 𝑟1and 𝑟2= 0 as well as the second disturbance, the 
system responses are shown in figure 11. 
 

 
Figure 5.14: System response with a unit step change on ∂1. 

 
It might be evidently shows in figure (5.11) that increasing the outer loop 
gain, Rises the disturbance recovery and responses. 
 
For first output 𝑦1 (velocity in working section) at low values of 𝑓 = 0.1 
and 0.5, it can be noted weak disturbance recovery percentage (about 
25% and 40% respectively).  
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But with 𝑓 = 0.8 this result in better disturbance recovery rate ( more 
than 80%) and settling time almost a second output 𝑦2 (velocity in 
casing section) responses have very small effects in disturbance 
recovery and settling time almost less than a second, then it could be 
neglected. 
 
Now by keeping two inputs 𝑟1& 𝑟2= 0 and set the first disturbance = 0, 
with a step input of unity on second disturbance, the system responses 
are shown in figure (5.15) 

 
Figure 5.15: System response following a unit step change on ∂2. 

 
Like pervious case it can be shown in figure above that by surging 
feedback gain for outer loop, would outcome in faster with better 
disturbance recovery responses (almost more than 80% with 𝑓= 0.8 at 
second output 𝑦2 ). The first output 𝑦1 could be neglected too. 
 
5.6 Energy Dissipation at different feedback gains  
 
The energy disbursed thru the controller might be calculated using 
equation below: 
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𝐸(𝑡) = ∫ �𝑢12(𝑡) + 𝑢22(𝑡)�𝑑𝑡𝑇
0                                                                              5.18                                  

Figure (5.16) displays the energy expended by the control system, 
following a random disturbance on the two disturbances for the both 
outputs with 
 𝑓 = 0.1, 𝑓 = 0.5 and 𝑓 0.8.  
 
It can be noted from this plot, when rising values of 𝑓, the control energy 
surges quickly. 

 
Figure 5.16: Control Energy with random disturbances. 

 
At the end of this chapter it could be concluded that selecting outer loop 
feedback gains between 0.1 and 0.8 and analyzing effects of that values 
is necessary to design Least Effort Control so as to accomplish the best 
closed loop response.  
 
It can be seen with different values of 𝑓 the system response are 
acceptable with good settling and rise time eliminating any steady state 
errors with minimum overshoot.  
Also by increasing the value of 𝑓, the system performance and response 
improved and disturbance rejection capacity increases. So 𝑓 =0.8 is 
chosen for illustration proposes.  
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Chapter 6: Interactions Analysis and Diagonal 
Dominance 

 
Large loop interactions can lead to poor quality of control due to lack of 
coordination between the two control loops in wind tunnel system. Any 
change in either of the inputs will lead to a change in the values of both 
of the outputs. So the first step is to check the interaction level and 
stability in the wind tunnel arrangement then design of a controller to 
further reduce the interaction. 
 
6.1 Nyquist Array Method 
 
In Nyquist array method when the closed loop system design reduces 
independent single loop designs and this occurs when the system 
transfer function is diagonally dominant. 
The Nyquist Array for equation (4.9) could be schemed thru 
implementing specific matlab commands (written in the Appendix B) to 
generate the Nyquist diagram, with Gershgorin circles superimposed. 
 
The Gershgorin’s bands for the first row of 𝐺(𝑠) were applied for the 
Nyquist diagram of the 𝑔11 in figure (6.1). It can be noticeably realized 
that no any bands contain the origin, therefore, the system is diagonally 
dominance. 
 

 
Figure 6.1: Nyquist diagram of 𝒈𝟏𝟏 with Gershgorin’s bands   
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From figure (6.2), Gershgorin’s bands for the second row of the 
element 𝑔22, shows bands include the origin of the complex plane, 
hence the system is not column dominant. 

 

Figure 6.2: Nyquist diagram of 𝒈𝟐𝟐 with Gershgorin’s bands  
 
 

6.2 Design of a controller for interaction minimizing 
 
The first step in planning is interface the plant 𝐺(𝑠) with a pre-
compensator 𝐾(𝑠), so to decrease interaction between the loops and 
Achieve diagonal dominance. 
 
Controllability and Resiliency analysis should be used to for help 
developing a pre-compensator and choose controller pairing, there are 
some model-based tools which helpful in the choice such as the relative 
gain array (RGA), the relative interaction array, condition number and 
niederlinski index.  
 
Relative Gain Array (RGA):   
 
From  the equation (3.1) and the wind tunnel transfer function matrix and 
by using (m.file) in Matlab, the resulting matrix for the system is: 
 









=

5.05.0
5.05.0

λ
 

this means strong interaction exists in the system and it does not matter 
which ever pairing is resorted to. 
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The relative interaction array  
 
According to the equation (3.2) and wind tunnel transfer function matrix 
and by using (m.file) in Matlab, the resulting matrix for the system is: 
 

  𝜑 = �1 1
1 1� 

 
Which mean there is interaction and pairing is invalid for both loops. 

Condition number: 

By using Matlab, the Condition Number for the system has been 
calculated and it is equal to 5.1171 for both diagonal pairing and off 
diagonal pairing, which mean the system is Well-conditioned.  
 

Niederlinski Index:     

The Niederlinski Index can then be calculated from equation (3.5): 
 
For diagonal pairing the NI= 1.5,  
then when flipping the pairing the NI = 2. 
 
These values denote that the system has mild interaction and can be 
integrally stable. 
 
 
From information and data above it shown that it will be difficult to a 
design cascade compensator due to high interaction in the system and 
couldn’t neglect the coupling because the strength of the coupling is 
high which maximize the risk of poor performance. Further multi-loop 
control would not effective in reaching the desired specifications. 
 
 
6.3 Decoupling 
 
In this Dissertation the decoupling method is used, as possible strategy 
to reduce control loop interaction by adding additional controllers called 
decouplers. 
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Decoupling controllers are designed using two process models: 

• transfer function model or Dynamic Decoupling which boost the 
feedback controller with a dynamic block prepared to remove the 
effect of interactions mathematically 
 
So to cancel out the effect of u2 on y1 then designed decupler is: 

 

  Similarly, to cancel the effect of u1 on y2 required decupler is: 

            

 
But by using this Decupling model, the designer will face disadvantages 
and obstacles in the system because they are complex requiring thereby 
an accurate process model.  
 
Also decupling elements maybe unrealizable if time delays are present, 
especially with wind tunnel systems when the induction motor delay 
ascends due to the slip condition variation, by way of the motor speed is 
altered. 

 

• USteady-State model or Gain DecouplingU which Select a model to 
decouple the system only at steady-state, to reduce complexity 
and eliminate steady-state interactions, the using of gain 
decoupling will be best solution. 
 
Steady-State Decoupler are merely gains: 
 
𝐷 = 𝐺−1(0) 𝑃 
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where 

  𝑃 = �
𝑔11(0) 0

0 𝑔22(0)�  

From the wind tunnel transfer function matrix it can be assume the gain 
decouples are:  
 

𝑇12 =  −
𝑔12(0)
𝑔11(0) 

𝑇21 =  −
𝑔21(0)
𝑔22(0) 

The closed-loop system with gain Decoupling blocks diagram can be 
constructed as shown in figure (6.3). 
 
 

 
 

Figure 6.3: The closed-loop system with gain Decoupling blocks diagram  
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The Gershgorin’s bands for the first column of 𝐺(𝑠) were applied. It can 
be clearly seen that none of the bands include the origin, further more it 
give narrowing circle. So diagonally dominance of the system has been 
achieved. 
 

 

Figure 6.4: The Gershgorin’s bands for the first column of 𝑮(𝒔) 

Similarly, Gershgorin’s bands for the second column of the element 𝑔22, 
displays not any of the bands contain the origin, hence, diagonally 
dominance of the system is fully achieved.  

 

Figure 6.5: The Gershgorin’s bands for the second column of 𝑮(𝒔) 
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6.4 Output Responses 
 
Second step after diagonal dominance is achieved, is designing a 
controller for each loop to produce desired closed-loop performance. 
With unity feedback for each element, their response has been 
simulated as two separated systems and the simulation model is shown 
in Appendix (A). 
 
Following a unit step with gain set to 5 to give parity for the first loop and 
with a proportional plus integral controller was sufficient for the system 
to eliminate the steady state error resulting from proportional controller. 
 
For the second loop a PID controller was required due to the high order 
transfer function and to eliminate the overshoot and the oscillations 
occurring in the output response of the system. 
 
By using the automatic tuning option of MATLAB-Simulink to configure 
the PI and PID, the parameters and performance are shown in Table 
(6.1): 
 
 

Table 6.1: Controller parameters and performance 

 

 

 
 
 
 
 
 
 
 

Controller Controller parameters Performance 

 P I D Filter 
coefficient 

Rise time 
(sec) 

Settling 
time (sec) 

Overshoot 
% 

 

PI 0.76 4.48 0 100 1.05 4.03 5.75 

PID 58.98 171.3 2.95 17.98 0.2 1.57 6.1 
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With these controllers and unity feedback, the closed loop response 
followed by step input at the Wind Tunnel system set points were 
simulated as presented in figures below. 

Figure 6.6: Closed Loop Response with a Unit Step on first input 

 

Figure 6.7: Closed Loop Response with a Unit Step on second input 
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From first figure, it might be realized that the system response is decent 
with a rise time around 1 sec. and settling time roughly 3 second 
(damping oscillation). There is no steady state error and minimum 
overshot. 
Also the second output response has acceptable response which 
disappears after 3 seconds to become zero. This means that system is 
completely decoupled in steady state. 
 
From second figure, the response is similar to first output response. At 
the same time, the second output response has a high dynamic reaction 
but which disappear in 3 seconds to become zero. 
 
6.5 Disturbance Rejection 
 
The responses of the closed-loop system, following step disturbances at 
both outputs with setting inputs to zero, are shown in figures below 
respectively. 

 

Figure 6.8: System response with a unit step on ∂1 
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Figure 6.9:  System response with a unit step on ∂2 

 
It can be seen from figures that the disturbance rejection for first output 
is around 20% which is poor. And it is zero response for second output. 
From second figure it shown minimal oscillation for both output which 
lead to zero response within 4 seconds. 
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Chapter 7: Comparative Study and Discussion 

 
 
 
This chapter includes a detailed comparative study between techniques 
used for designing a multivariable controller, includes the main 
difference in the output response and performance for two techniques 
which are analyzed and explained in previous chapters. Also the 
difficulties, advantages and disadvantage will be discussed.  
 
 
7.1 System Responses and Performance 
 
It is obviously seen, from closed loop responses for the two controller 
that Least Effort Control outcome is the best matched to decouple 
compensator. 
 
As shown in output response figures in pervious chapters, with using the 
least effort controller and for a step input on motor speed at  𝒇 = 0.8, the 
Velocity response in the working section is without overshot and no 
oscillatory behavior. Also reaches its steady state in almost 3 seconds 
with zero steady state error. 
The velocity in casing section reaching steady state with interaction 
limited to 10% within one second. 
 
For output responses  with a step input on ventilation vane angle, that 
Velocity in the casing section reaches steady state in 6 seconds with 
almost zero steady state error and no overshoot. 
The velocity response in the working section also reach 20% output 
coupling within 2 seconds.  
 
On the other hand, for decoupler compensator the system response for 
first and second output have 5% overshoot with little oscillatory 
behavior, and required more than 4 to 6 seconds for reaching steady 
state. 
The interaction disappears within 4 seconds for both outputs but it has 
high overshoot (around 80%) in the second outputs. 
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7.2 Disturbance Rejection  
 
The least effort controller for two outputs effects in the greatest 
disturbance recovery responses. It improve around 80 percent of 
disturbance with less than 2 seconds, through partial interaction of 
second output (about 10 percent). 
 
The decoupler compensator for first output recover about 20 percent of 
disturbance within 3 seconds, and diminished interaction of the velocity 
in casing section. For the second output it recovers 100 percent of 
disturbance within 4 seconds for the velocity response in the working 
section and casing section. 
 
7.3 Energy Dissipation  
 
Simulation models could be created according to equation (5.18). 
Subsequent a random disturbance on two outputs for 600 seconds, the 
energy which is expended by different controller might be figured as 
seen below. 

Figure 7.1: Energy Consumed by Least Effort and Decoupler Compensator 
 
 
It is clearly seen from figure (7.1), the Least Effort Controller expend the 
least energy.  
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That might return on the reliability improvment of the wind tunnel 
because there would be least actuator activity and slightest wear, so will 
effect noise and heat generation which outcome with minor charges in 
maintenance. 
 
7.4 Designing and Applying Difficulties 
 
 
In the least-effort approach, is mandatory signified by its transfer 
function. The controller consist of two loops. The inner guarantees 
stable progression, though the outer delivers indicated disturbance 
suppression situations and affords stated steady state output 
decoupling. This reflects the flexibility of its design viewpoint, giving 
freedom to enhance the performance and the closed loop response of 
multivariable systems. This approach is based upon minimizing the 
control effort required which is imperative determination necessity. 
 
By using the Nyquist array method, the primary trouble lies on 
accomplishing the diagonal dominance and selecting proper pre-
compensators, with a specific end goal to reduce the system coupling. 
The diagonal dominance of a specified matrix might be tested 
graphically by Gershgorin bands superimposing. 
 
The purpose behind this trouble is the absence of a standard technique 
which can be applied effectively on all application. In this research many 
Controllability analyses obtained to study the interaction in the system 
and then checked several techniques to design the pre-compensators, 
adding to that find suitable controller such as PID controller to tune the 
output responses. 
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Chapter 8: Conclusion and Future work 

 
 
8.1 Conclusion 
 
It can be concluded that: 
 
 

• The least effort controller’s responses are stable and well 
performed with a simple feedback regulation strategy and 
flexibility to improve the closed loop response output 
performance. The illustrative study shows that the theoretical 
procedures outlined for least effort control are easily exercised. 

 
 

• In the Least effort control strategy, the difference in the maximum 
and minimum of the performance index was targeted to ensure 
the best choice of the gain ratio which minimize energy 
consumption.  

 
 

• The least effort controller succeed in reducing the output coupling 
and diminished interaction with good disturbance rejection acting 
in the wind tunnel system than decoupling compensator. 

 

• Least effort control strategy is based upon reducing the control 
effort required, by using less energy, increase the efficiency of 
operation and improve response of the system, which results in 
low operational charges. 

 
 

• Nyquist controller included in this research as a second option to 
control the system, but the Least Effort Controller fulfilled whole 
study aims. Which verified she Least Effort approach is better 
amongst other controllers. 
 

8.2 Future work and Research 
 

1. Future work may include applying alternative control strategies to 
this wind tunnel arrangement for purpose of comparison.  

2. Implementation of a digital compensator to remove or reduce the 
unwanted noise present in fan motor.  
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APPENDIX A 
 
 
Simulation Models: 

 
Figure A.1, General Open Loop Simulation Model 
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Figure A.2, Inner loop system block diagram. 

 
Figure A.3, Outer loop system block diagram 

 

 
Figure A.4, Conventional block diagram. 
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Figure A.5, Closed Loop by Nyquist Array Method Simulation Model 
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APPENDIX B 
 

A Program in Matlab for Building Gershgorin circles: 

 
g11=tf([1],[1 4 8]); 
g22=tf([1 1],[1 12 40 64]); 
g12=tf([-0.5 2],[1 8 24 32]); 
g21=tf([2],[1 12 40 64 ]); 
G=[g11 g12;g21 g22] 
G=[g11 g12;g21 g22] 
A= [0.5 0.25;-1 0.5] 
Q=G*A 
 
 
function gershband(a,b,c,d,e) 
%GERSHBAND - Finds the Gershorin Bands of a nxn LTI MIMO SYS model 
% The use of the Gershorin Bands along the Nyquist plot is helpful for 
% finding the coupling grade of a MIMO system. 
% 
% Syntax: gershband(SYS) - computes the Gershgorin bands of SYS 
%         gershband(SYS,'v') - computes the Gershgorin bands and the 
%                              Nyquist array of SYS 
% Inputs: 
%    SYS - LTI MIMO system, either in State Space or Transfer Function 
%    representation. 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
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Mathematics Equations calculation by Maple software: 
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